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ABSTRACT

Methods are presented which can be used to analyze a sequential digital
process and synthesize a proeess which performs the same operations but in less
time by allowing concurrent exeeution of operations where possible. In the
model used, concurrent execution of operations is controlled by branch
operations whieh initiate coneurrent paths of exccution and by rendezvous
operations which combine concurrent paths of execution after completion. Two
types of errors which may oceur in coneurrent processes but not in seqquential
processes are distinguished. The first, called sequencing errors, cause the
computed results to depend on the magnitude of the delays in the process
operations and are due to operations being initiated before all of their data
values are available. The second type of errors are ealled implementation errors
and are caused by attempting to combine non-concurrent paths of execution
with a rendezvous operation and by attempting to initiate an operation that is
already being exeented. The problem of deteeting and correeting these errors is
climinated by insuring that the synthesized eoncurrent process is free of
sequencing and implementation errors, A precedenee relation is determined for
the operations of the process and is used to insure that no operation is exeeuted
until all operations whose execution must precede it are completed thercby
preventing sequeneing errors. Dominanee relations and direeted cut sets, which

specify the relationship between the exeeution of the operations. are used to

avoid implementation errors.
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CONTROL OF CONCURRENT OPERATIONS IN ASYNCHRONOUS
DIGITAL PROCESSES

1. INTRODUCTION

Despite the tremendous increases in digital system operating speeds over the past twenty years, many applications
require, or can profitably utilize, even faster systems. Many problems, such as numerical weather prediction, have
restrictions on the time by which results must be produced if tliose results are to be useful. A prediction of 95%
probabili*y of rain for yesterday has very little value. Also, if digital systems can be made faster, without a
correspo.iding increase in price, the cost per calculation or problem can be reduced assuming there is enough demand
to utilize the increased capability. Although increased operating speed can be achieved by developing faster hardware
elerents such as logic gates and memories, there 1s a limit to the component operating speeds with the state of
technology available at any given time. Tliere is also a limit to the speed with which arithmetric operations such as
addition and multiplication can be performed with a given set of logic elements.'* 2+ 3 This report will be concerned
with increasing the operating speed of processes by changes in the organizational structure, specifically, changes that
will allow operations to be executed concurrently. The goal of the research reported here was to develop methods
for analyzing a process in which all operations are executed sequentially and to then synthesize an error-free process
that executes the same operations as the original process, but in less time, by executing operations concurrently
when possible.

The ;;rocesses discussed will be represented by flow charts like the example in Figure 1, which represents a set of
operations to be executed either by a prosrammed computer or by a special purpose digital system. The flow charts
are composed of three types of operations: processing operations, denoted by rectangular boxes, that modify the
data in storage elements (e.g., add, gate, write) ; decision operations, denoted by diamond shaped boxes, that
monitor the data in storage elements and determine which following operations are to be performed (e.g., compare);
and control operations, denoted by circles, that, together with the directed lines connecting the operations,
determine the order in which operations are to be performed. The processing and decision operations are numbered
in the lower right corner for reference. Storage elements and data paths are not shown explicitly by the flow chart
but are implied by the operations. Each processing operation has an input terminal or connection called the
initigtion terminal and an output terminal or connection called the eompletion terminal. A signal applied to the
initiation terminal of a processing op:ration is called an initiation signal and causes that operation to be executed.
When the execution of the operation is completed it generates a signal at its completion terminal called the
completion signal. If the completion terminal of one operation is connected to the initiation terminal of a second

operation, the second operation will begin execution as soon as the execution of the first operation is completed.
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The decision operations have a singie initiation terminal and two or more completion terminals, When a decision
operation is executed it generates a completion signal on one of its completion terminals, the particular terminal
depending on the decision outcome. The branch operation has one initiation terminal and two or more completion
terminals. When it is exccuted it generates a signal on cach of its outputs and this can he used to initiate concurrent
operations.

The merge operation has two or more initiation terminals and u single completion terminal. When it receives an
initiation signal on any one of its inputs it generates the completion signal. The rendezvous operation also has two or
more initiation terminals and 4 single completion terminal but it generates a completion signal only after it has
received an initiation signal on cach of its inputs. The merge is used to combine the completion signals from
operations where only one can be executed at a time while the rendezvous is used to combine the completion signals
from operations that are exccuted concurrently. The first operation in a process is always a process termination or
PT operation. Execution of o Pt operation begins the exccution of the corresponding process and thie execution of
the process continues until the PT operation for the process is initiated.

The processing and decision operations are not restricted to simple operations but may represent long calculations
or subroutine calls that are grouped together as one operation for convenience. A flow chart with no branch and
rendezvous operations is culled the flow chart of a sequential process or a sequential flow chart while a fow chart
with branch and rendezvous operations is a flow chart of a concurrent process or a concurrent flow chart. The
exccution time of cuch vperation is assumed to be variable and not known although average execution times may
often be estimated. We will assume that the execution times of the control operations are short compared to those
for the processing and decision operations and can therefore be ignored. Since cach operation produces a completion
signal that is used to initiate following operations, the control of the process described does not depend on the
exccution time of the operations, and the systems arc asynchronous.

As was mentioned previously the flow charts may represent a set of operations to be executed by a program in a
digital computer. tn that case the branch operation corresponds to the FORK instruction and the rendezvous
operation corresponds to WAIT or JOIN instructions that have been proposed by other authors 4+ 5+ 6 These
instructions allow more flexibility in controlling concurrent operations that the DO TOGETHER or PARALLEL
FOR”" 8, which specity groups of operations to he exccuted concurrently. Figure 2 shows an example proposed by
Fisher? of a concurrent process that cannot be specified by DO TOGETHER statements.

The flow charts can also represent a process to be executed by a special purpose digital system. Such a system can
be constructed conveniently from the set of macromodules that are currently being developed in the Computer
Systems Laboratory at Washington University'®+ 11, 12,13 0 examples of systems in the following discussion
will be given in terms of macromodule operations,

Systems with concurrent operations are subject to two types of errors that do not oceur in sequential systems.
The first type, called a sequencing error'*, occurs when some computed value depends on the relative timing
between concurrent operations. A simple example of this would be the case where concurrent operations added a
number to, and tested the sume register, There would be no way to predict whether the register contained the
original value, the sum, or something in between when the test was made. Snch an error can he detected but cannot

be corrected without determining whether the addition slouid be performed before or after the register test. The
second type of error, which is called an implementation crror'® | is caused by incorrect use of branch and rendezvous

operations. An example of this type of error is shown in Figure 3 where the rendezvous operation will receive only
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one input signal In this example the PT operation will never be initiated. Several other types of implementation
errors are possible and these will be discussed later,

Severat authors ™S+ 10 1718 Jaye discussed the problem of assigning computers or processors (o the operations
of a process. Estrin and Torn, and Martin and Estrin have discussed the case of the restructurable computer where
the “cost™ ol executing a particular operation depends on which processor executes it ‘They desciibe iterative
methods by which trial assignments of each operation to a processor are made and the total computation cosl
determined. The assignments are then perturbed and the new cost compaed with (he preceding one to detenmine
whether an improvement las been made. Schwartz'? has discussed a heuristic method tor ASSIENIE Processors to
set of opesations. A ditferent model of a process is used by Kurp and Miller?® and by Reiter®! in which the
connections between operations represent queves of data. An operation may be executed whenever cach ol its
inputs contains a data vatue and upon completion of the operation a data value is placed on some of the oulptt
lines. Data vatues ure allowed to queue between the operations and Karp and Mitler, and Reiter have investigated
bounds on the length of these queues and the necessary conditions for a process to terminate.

Petection of errors in concurrent systems has been discussed in several papers'+ 22,23 A summary of methods
for detecting implementation errors is given by Keller and Wann??, These include topological analysis, simulation,
and the state transition method which is a systematic method of testing cach possible state of control signals in «

i . OO N .
* 25 s considered the problems of insuring that a concurtent process executed on a dhgital

process. Van lorn?
computer will always produce the same results if started from the sume initial state, and he discusses a number of
restrictions which 1aust be satistied. These restrictions do not eliminate errors that may oceur in the process but
insure that the resuits will be reproducible so that debugging will be facilitated.

In contrast to the preceding work on detecting errors or nsuring consistent performance of processes with
errors, the work reported here is concerned with synthesizing concurrent processes that are free of errors. The work
of Bernstein?® und Fisher? i determining precedence relations, which are used to specify the ordering ol operation
executions reguired to prevent sequencing errors, is reviewed and several other relations useful in the synthesis of
concurrent processes are developed in Chapter 2. These relations are used in the synthesis of error-free concurrent
processes for lToop-free sequential processes and for sequential processes containing foops, in Chapters 3 and 4
respectively. Chapter S summarizes the results, lists some deliciencies in the approach, and makes suggestions for

further work.
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2. CONNECTIVITY, PRECEDENCE, AND DOMINANCE RELATIONS

This section discusses the use of binacy relations, which may be represeited by ordered pairs, directed grapls, or
boolean matrices to describe several relations between the operations of a process, The connectivity refation
describes the order of execution of operations in u sequential process, the precedence relation describes the order of
execution that must be waintained to prevent sequencing errors, and the domimance relation describes the

refationship between the execution of operations.
2.1 BINARY RELATIONS

A binary relation on a set of elements, X = {xI S } »cun be specified by a set of ordered pairs of elements
of X. For example, the refation of *“less than’ on the set of integers from | to 4 cant be specified by thie following set

of pairs of numbers:

{(1.201.3)41,4)42,3)42,4)(3,4))

This set contains all pairs. (X%, ol elements of X such that X, is less than X;. For a set with n elements there are n?
possible ordered pairs of clements und cach may be included in the refation or not. Therefore, there ure 2("2)
possible binary relations on a set of n elements.

There are several important properties that binary relations may possess. The first of these is that the relation
may be transitive. That is, if (xi.xj) and (xj Xy )} are members ol the refation, (xi.xk) must be a member also. The
relation “less than™ in the previous example is a transitive refation. In this example the relation can be specified by
the ordered pairs (1, 2), (2, 3), and (3, 4) and the fact that the relation is transitive, since the other members of the
relation can be derived from this.

A second property of binary refutions is that they may be svinmetric. That is, if (xi,xj) belongs to the relation
then (x;x;) must belong to the relation also. A relation is antisymmetric it (xi.xj) being a member of the relation
implies thut(xi, x;)cannot be a member of the relation. A third property of binary relations is that they may be
reflexive or antireflexive. A relation is reflexive if for all X, (X, X.) is a member of the relation and antireflexive if for
all x;. (x,.x;} is not in the relation.

Tlie members of a relation ure ropologically ordered if they are numbered so that if (xi.xj) is u member of the
relation then i <j. A relation can only be topologically ordered if it is antisymmetric and antireflexive.

In addition to bemg represented by pairs of elements, a binary relation can also be represented by a directed
graph or by a square boolean matrix. In the directed graph representation, cach element of the set. X, is represented
by a node or vertex of a graph and cach member, (xi.xj), of the relation is represented by an are from node X, to
node X, I the boolean matrix representation, cach element of the set is represented by a row and cotumn of the
matrix and cach member of the refation, (xl.,x].) is specified by u *1”in thei, j position of the matrix, lf(xi,xj) isuota
member of the relation then the i, j position of the matrix is a 0", If the row and column numbers of a matrix
represent a topologicat order for u relation the matrix will be superdiagonat. The directed graph and boolean matrix

representations of the “less thau™ rekation for integers | to 4 are given in Figure 4.



Each of the three representations ol binary relations discussed has certain advantages. The directed graph is

casiest Tor humans to visuatize and Tollow but cannot be used directly for digital computer calcatat?ons: the boolean
matrix representation is convenient for computer caleulations using logicul operations: the ordered  pair
representation can be manipulated using list processing operations 27+ 28+ 29 " the relation contains many
members, the boolean matrix representation will usually require less computer storage than the ordered pair
representation while il the relation has only a few members the converse is usually trae. In the remainder ol this
report, the examples witl be illnstrated by directed graphs and methods foz caleulating propertics of reknions will be
discussed in terms of boolean matrices.

The operations of a process will be represented by the nodes ol directed graphs and we will use “operation’ and
“node” interchangeably. The first node ol a graph will always represent the PHoperation and the Tast node will

always represent the PT operation for a process.

t9

.2 OPERATIONS ON BINARY RELATIONS

()

.2.1 Transitive Closure

The Tirst operation to be discussed is the determination ol the transitive closure of a transitive binary refation, By
transitive closure is meant all members ol the relation, mcluding those implied by the given members but not
specilied explicitly. A relation that is equal to its transitive closure will be called a complete relation and the
corresponding boolean matrix and directed graph will be called a complete matrix and complete graph, respectively.
The members implied by two or more given members can be Tound by taking powers of the boolean matrix, A.
which represents the relation as shown by Prosser?®. The expression for the 1, term of the square of the matrix is

given by the boolean expression:

N
(Az)ij = A Ay

k=1
Thus, the ij term of the squared matrix is equal to *17if and only if there is some k sneh that A = /\kj = . Then
every 1" in A? represents a member of the relation which is implied by two other members. Similarly, members of
the relation which are implied by a chim of n members will be represented by a 1" in the nth power of the matrix.
Every member of the relation must be implied by a chain of members of length Nt or less where N is the number
ol clements in the set, X. Therefore, the complete set of members of the relation, including all implied relations, can

be found by adding together (modulo 2) all of the powers of A from { to N 1. The computation required can be

reduced by noting that *9:
(A?+A)2 = AY4AMAZ and in general that

~n
(o (AT 2= D7 Al
——T T T T ————— |=2
n o times
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Thus, only I log, (N 1) TTboolean multiplications are required to find alt imptied members of the refation where
[Ma “lindicates the smallest integer greater than or equal 10 a.

IJI

A more efficient method has been described by Warshatl®" and he gives a proof that his method is equivalent to

catculating the powers of A, The matrix is scanned one cotummn at a time and when a *F is found in position 1,j. row i

is replaced by the sum (modulo 2) of rew i and row j as shown below:

— forj=1,2...N

— for1=1,2,...N

— A, =1
1,

tork=1,2,...N

This algorithm operates only on rows of the matrix and can be conveniently implemented in a digital computer if
the mutrix is stored by rows.

If the A matrix is superdiagonal, the foltowing algorithm cuan be used:

[~ fori=N,N-1...1

—forj=N,N-1.. i+l
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2.2.2 The Cover Of A Relation

By the cover of a trunsitive relation is meant the minimum set of members of the relation that can be used to
specily it. This is formed by deleting all members of the relation that ure implied by two or more other members. A
relation that is equal to its cover will be called a basic relation and the corresponding boolean matrix und directed
graph will be called a basic marriv and basic graph, respectively. The members of the relation that are implied by
other members cuan be found by taking powers of A as described in Section 2.2.1 or by culculating the transitive
closnre of the sum of the second wnd third powers ol A. The second power of A contains all members of the rekition
that are implied by two members and the third power of A contains all members of the relation that are implied by
three members. The transitive closure of the sum of the second and third powers contains all members that ure
impiicd by e mbinations of two und three members or all members of the relation implied by two or more members.
Deleting all of these implied members from the original A matrix will leave the basic refation or the cover for the
rekation.

As with the caleulation of the transitive closure, a simpler method3? can be used if the matrix is superdiagonal,

The algorithm, as presented below, cun be applied only to a complete relation and wiil not work if all of the implied
relations are not included,

— fori=1,2...N |
’—' forj=itl,it2 .. N
it'Ai'j=‘l’

fork =i,it+l .. N

2.2.3 Topological Ordering

A topological order for the clements of a set under a binary relation may be determined from the transitive

closure or complete matrix representation of the relution as shown by Chen and Wing?3. Of course it any entry on

the main diagonal of the complete matrix is a ‘1’, (he relation is not antisymmetric and antireflexive so no

topological ordering is possible. The clements are runked according to the number of |’ in their row of the

complete matrix with the clement having the must “1's placed first, If two elements have the same number of ‘I’s in

their rows of the complete matrix they may be ranked in either order.

L i‘i‘m&"’*



2.3 CONNECTIVITY AND REACHABILITY RELATIONS

A connectivity relation is a binary relation that describes the order in which a set of operations that comprise
sequential process are to be performed. That is, if operation J can be performed directly following operation I then
(1.3) is a member of the relation and these is an are from node 1 to node J in the corresponding directed graph. The
connectivity relation is not a transitive relation since J directly following I, and K directly following J does not
imply that K directly follows 1. The directed graph and boolean matrix that represent the connectivity relation will
be catled the connectivity graph and connectivity matrix, respectively. If the order of execution of the operations in
the process is specified by a flow chart, the connectivity graph will be isomorphic to the flow chart and can be
determined directly from it.

The reachability relation is the transitive closure of the connectivity relation. If the 1) term of the reachability
matrix, R, is ‘1" then operation J may follow operation I but not necessarily directly. If J may follow I then |
reaches J. Ramamoorthy?* 35 has sliown several uses of the connectivity and reachability refations. One of these,
which will be of use in the following discussion, is a method to find the feedback arcs of a connectivity graph, or the
members of the relation which must be deleted to make the refation antisymmetric and antireflexive (loop-free).

The feedback ares of a connectivity graph are not necessarily unique as the examples in Figure 5 show. In Figure
5A the arc from node 6 to node 3 appears to be the feedback arc while in Figure 5B the feedback arc appears to be
the one from node 4 to node 5. Actually the graph in Figure 5B is isomorphic to the one in Figure SA and is
redrawn in Figure 5C to show the symmetry. Either the arc from node 6 to node 3 or the are from node 4 to node 5
can be considered the feedback arc for this graph. When either are is deleted the graph becomes loop-free.

The feedback ares of a connectivity graph are defined as the minimum set of arcs (not necessarily unigue) which
can be removed to climinate all loops of the sraph, and still allow all of the nodes to reach the termination nodeS.
The restriction requiring all nodes to be able to reach the termination node after deletion of the feedbuck ares is
included to prevent selection of the arc from node 2 to node 3 in Figure 6 as the feedback arc. Alternatively we
could require that all nodes be reachable from the initiation node after deletion of the feedback arcs, but the
requirement chosen is more convenient for alter work. Both requirements can be satisfied for most connectivity
graphs but not for the one shown in Figure 6. Either the arc from node 3 to node 4 or the are from node 4 to node 2
can be selected as the feedback arc and when this is deleted either node 4 camnot reach the termination node or the
initiation node cannot reach node 4.

A method for determining the feedback arcs is to ealculate the maximally strongly connected subgraphs (M.S.C.
subgraphs) as suggested by Ramamoorthy3®, The M.S,.C subgraphs are the maximum sets of nodes such that cach
node in the set can reach any other node in the set. If a grapli has no M.S.C. subgraphs it has no feedback arcs. The
M.S.C. subgraphs are clearly disjoint since by definition if two M.S.C. subgraphs have a node in common they must
have all nodes in either M.S.C. subgraph in common. The M.S.C. subgraphs are found from M, which is formed by
‘and’ing the reuchability matiix and its transpose together. The 1.3 element of M is a 1" if and only it I can reach and
be reached by J. The M.S.C. subgraphs of the system correspond to the distinet rows of M and are comprised of the
nodes repres:nted by the row positions containing a I, A node J, is an entrance node of an M.S.C. subgraph if it is a
member of the subgraph and there is any node, I, which is not a2 member of the subgraph such that C(1,J) = *1” where

Cis the connectivity matrix. Similarly, a node, J, is an exit node if there is any node, K, whiclt is not 4 member of
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FIGURE 0. A GRAPIL IN WIHCIT ALL NODES CANNOT BE REACHED FROM THEE
INITIATION NODE AIFFTER DELETION OF THI' FEEDBACK ARC

FIGURE 7. A GRAPH CONTAINING A STRONGLY CONNECTED SUBGRAPII
WITH 2 EXIT NODLS



the subgraph such that C(J.K) = *t*. Ramamoorthy identifies the feedback arcs as the arcs from nodes within each
M.S.C. subgraph to the entrance node of the M.S.C. subgraph, but since we require cacli operation to be able to
reich the tormination nede afterthéTecdbalk wivsae JEEY, o L wentilly the TeedUadk aies as (e aies fioa
exit nodes of a M.S.C. subgraph to a node within the M.S.C. subgraph. After the feedback arcs are determined, they
W debomall S s dle g @ wd e ML smipepde: o e remutming grapt oloUTRRcE 4 tet Fou w@8dional
feedback arcs. 1t there is more than one exit node from a M.S.C. subgraph then the arcs from afl of the exit nodes
may not be feedback arcs as illustrated in Figure 7. The M.S.C. subgraph is composed of nodes 2, 3, and 4 and both
nodes 3 and 4 are exit nodes. To obtain the fewest number of feedback arcs, the exit nodes can be selected one at a
time, their output arcs deleted, and the feedback ares in the remaining graph determined. The minimum set of arcs
found is selected as the set of feedback arcs. In the example of Figure 7, selecting node 3 first and then rode 4 gives
two feedback arcs while selecting node 4 first gives only one feedback are. Therefore, the arc from node 4 to node 2

is the feedback arc.
2.4 PRECEDENCE RELATIONS

A precedence relation on a set of operations specifies whicti operations must precede other operations to insure
correct performance of the process. A precedence relation is transitive, antireflexive, and antisymmetric. The
directed graph and boolean matrix that represent the basic set of members of the precedence relation will be called
the basic precedence graph and basic precedence matri, respectively, while the directed graph and boolean matrix
representing the complete set of members of the precedence relation will be calted the complete precedence graph
and complete precedence matrix, respectively. Operations which must be completed before a given operation will be
called the predecessors of the operation. The predecessors of operation I are all operations, J, with a *{” in the Jth
row of the Ith colummn of the complete precedence matrix. The direet predecessors of 1 are the predecessors of 1 that
are not predecessors of any other predecessor of 1. These correspond to members of the busic precedence relation
and are all operations with a *t* in their row of the Ith column of the basic precedence matrix. The indirect
predecessors are the predecessors of 1 which are not direct predecessors of 1. Most of the following work will be
concerned with the basic precedence relation since if all of its members are satisfied all of the members of the

complete precedence relation are satisfied also.
2.4.1 Precedence Relations Required by Decision Dependence

An operation may not be executed unless it would also be executed in the sequential process. We do not consider
the possibility of executing operations before it can be determined that they are to be executed. Thus, each
Uwerutling oy e executed only sher the complition of aft decisions that in prevenn e eXxecunon oi that
operation?

Ifa decision, I, can prevent the execution of an operation, 1, there must be some outcome of decision | for which
operation J ma® be executed and some outcome of Ussisin Bl ddios spuydet ¥ oo Ve Accemd A
particular outcome of decision { is represented by an are of the connectivity graph from node 1 to some other node

K. These operations may be found from the reachability matrix. The mnion of the sets of operations that may be
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executed for cach decision outcome minus their intersection gives the set of operations that can be executed for
only some of the decision outcomes, or all operations that the decision can prevent from being executed. Thus, the
aperativns that' must Beoerecured after each dectston ean be determined by manipulations on the readhiubility
matrix. Figures 8 and 9 show a connectivity graph and the members of the precedence relation due to decision
dependioiecs 1w il o 4. 1 Wiowadilans § " wlitl ¥ icw > edeted Ty wue kg Fim daicision 7 il sl i

5,6, and 7 can be reached by the other output from decision operation 2. The union of these two sets minus their
intersection gives operations 3 und 4 which must follow operation 2. Similarly the sets of operations reached by the
two outcomes of decision operation 4 are {5, ()) and {(») and their union minus their intersection is just {5)

Therefore, operation S must follow operation 4 us shown in the decision dependent precedence relation in Figure 9.
2.4.2 Precedence Relations Required by Data Dependence

The second class of precedence relations to be examined is due to storage elements whose values are changed by

the operations?: 2°

- In the Tollowing discussion, register will be used as a general term to refer to any storage
clement whether it is a register, core memory, or other type. Read will be used to indicate any use of the contents of
a register and write will refer to any change of the contents of a register. The types ol operations considered are
decision operations which can affect the flow of control based on the contents of registers, and processing
operations which chunge the contents of a register bused on the contents of other registers. It is assumed that the
actual registers used can be determined by analysis of the operations of the process, which eliminates or restricts the
possibility of using indirect addressing. This is a serious limitation but one which apparently cannot be avoided. The
original order between two operations must be maintained if their order of execution determines what value is left in
some register when they are completed, or if their order of execution can affect the valie in g register read by one of
the operations. Consider two operations, I and J, with | preceding J. Clearly, if they both write tie same register
then their order of execution cannot be interchanged since this would leave the value written by operation [ in the
register instead of that written by operation J. Therefore, if two operations write the same register, their order may
not be interchanged.

If a register written by operation [ is read by operation J, thew the operations camnot be interchanged since, if
they were interchanged the value read by operation J would not be the one written by operation I as in the original
order of execution. Similarly, if operation J writes u register that is read by register I, the operations cannot be
interchanged. Let R(X) represent the set of registers read by operation X, W(X) represent the set of registers writien
by operation X, und ¢ be ihe null set. Then if the following three conditions are satistied, operations I and J can be

exccuted in cither order or concurrently.

1. W) N W(J) = ¢
2. WI)NRJ)=¢
3. R(IDAW(I) = ¢

Conversely, if any of the three relations is not true, the original order of the operations mnst be maintained.
The preceding discussion assumes there @ no operations between [ and J. If there are other operations between

them, J may be required to follow I due to implied members of the precedence relation. It is interesting 10 note that



it the original ordering was operation [ followed by operation J, then only the second relation above actually forees
the operations to be sequential (¢.g., the case where operation J requires results computed by operation I). In the
first and “thind relations the ordérmg i constrammed Y cause Btk aperations tdse the shmé répister. W a dif¥erent
register were provided for operation J to write into, then the operations could be executed concurrently. This
Pl 11119 will P b, g S il i i sl e mitor Bl Bedlll]l el commspmL D e
modification ol the operations specitied originally.

A sequence of operations that is called as a subroutine can be considered as u single operation that is substituted
for the cull. The registers read and written would be the union ol all those read and written by the operations of the
sequence. Then the operation that was substituted Tor the call can be compared with the other operations 1o
determine the required members of the precedence relation. In some cases it may be possible for iwo sequences 10
Lo ddne T cthicn aoddd Lt et concaneaily. These wee aatfed conmuaive sequeaces by Bernsien ™. Tius oceurs
when there is a register that both sequences write before reading and whose contents are not required by other

s mmlhide o b sewmen oo | w oo bl cerpraroes e e S 5 4 LSRR KBTS A TR COTTROTTL uf
not required by other operations outside of the sequences. Detection of this situation requires recording not only
which registers are read and written but also the order in which they are read and written and determining whether
the registers are read by any Tollowing operations®®. Figure 10A shiows an example of possible concurrent operation
that will not be detected by the method deseribed above. In this example the sequences 2 to 4 and 5 to 7 ean be
executed in cither order but not concurrently. However, if sequence 5 to 7 is executed Tirst, then operation 8 cun be
exceuted concurrently with sequence 2 to 4, while executing sequence 2 to 4 first allows no concurrent operation. If
a new register, D, is substituted Tor register A in operations 5 10 7 then the two sequences can be executed
concurrently as shown in Figure 10B. In gencral, sequences that can be executed in either order but not

concurrently, because of common use of a register for temporary storage. can be executed concurrently if additional

registers are provided.
2.4.3 Combination of Precedence Relations

Combining the precedence relation due to decision dependence with that due to data dependence gives the
precedence relation for the operations of a prozess. In addition we require every operation to follow the process
initiation operation and to precede the process termination operation. In general the combination of these
precedence relations will not be the basic or the complete precedence relation but the techniques discussed in
Section 2.2 cun be used to find the basic and complete precedence relations.

Another method, which caleulates the basic precedence relation and complete precedence relation directly, is an

903637 whiich is shown in Figure 11. Initially T is the matrix of

algorithm due to Bingham, Fisher, and Semon
procediencs relations duc to the decision operations and S s the union of e conncctivity naaix and T The
algorithm converts these respectively into the complete and basic precedence matrices. The minimum number of
o ML el i bl-l i gt Al whil e e |y m 2 T | oy oAtted & fearoe, 1 o

three operations, where 2 must follow 1 and 3 must follow 2, there is no need to compare the registers read and

written by 1 and 3 since there is already an implied precedence relation between them.,
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Step | for K = 2, 3..N
Step 2 for 1 = K I,K 2.1
T
Step 3 if TI.K = 0 then
B
Step 4 if S =1 then
Step 5 it (WHNRKNDU (RMHNWEK)DU (WHNWK)) # ¢
[Fi
Stcp 6 TI,K« |
Step 7 go to step 15
Step 8 otherwise ((W(1) N R(K)) U(R(1) n W(K)) u (W(HNWK) = ¢)
B
Step 9 S5k 0
Step 10 for 3 = 12,1 1
St 11 SIKTS)KU G AT )
Step 12 ~ for J =K +1,K + 2N
Step 14 otherwise (T K=1D
r .
Step 15 for J = 1.2, . .01
[

FIGURE 11. ALGORITHM TO CALCULATE THE PRECEDENCE RELATION



2.4.4 Limitations in Determining the Precedence Relation

There are several types of possible concurrent operation which are not recognized by the methods described
above. A degencrate case can occur when a particular outcome of a decision can never be taken. An example is
shown in Figure 12 where the “YES™ outcome lrom decision 4 can uever be taken, Since only the *NO™ outcome
from decision 4 can be taken, decision 4 and operation 5 could ke deleted from the process, allowing operations 3
and 6 to be executed concurrently. b some cases it might be possible to deteet decision outcomes that cannot oceur
but their oceurrence is probably rare, and Bernstein®© Tias shown that it is impossible to detect all such cases.

Another situation with possible concurrent operations which will not be recognized by the methods deseribed is
shown in Figure 13, where operations 3 and 4 are identical. b this case the shift operation is executed for either
output of the decision but the techniques used for analysis will make it follow the decision, The concurrent
exeeution of the shift and decision operations would be recognized if the shift operation was placed betore the
decision and the repetition of the operation would be eliminated. To detect this possibility would require comparing
the operations executed for each ontcome of a decision to determine whether the same operation is executed lor
cach decision outcome*®,

A more serious limitation, which was mentioned carlier, is that some operations cannot be executed concurrently
because they 1equire use of the same register or storage clement although there is nothing inherent in the data or
operations to require them to be executed sequentially, These situations e be recognized but require chauges in
the operations specified and may require additional processing operations and registers to allow concurrent
execution of operations. Another possibility would be to remove the member of the precedence relation between
them but 1o interlock their actual exceution' ' so that only one of them could be executed at a time. This would
allow the first one whose predecessors were completed to be executed first but would prevent them from being
exeeuted concurrently, Another situation where operations may be exceuted in either order but not concurrently
oceurs when several operations test and alter common status information as described by Dijkstra®®. Again, if this
sharing of data can be recognized. the operations may be interlocked so that they may be exeented in any order but
only one can be exceuted at a time,

Finally, the operations of a process may be required to be executed sequentially when there is an atternate set of
operations that will alfow some concurrent exceution. The valie of the polynomial X¥ + X4 + X can be caleulated
by either of the methods shown in Figure 14, where the value computed by cach operation of the flow cliart is
shown to the left of the operation. Each method requires four multiplications and two additions but several steps
can be performed concurrently using the second method, This probably represents the most serious problem
allowing concurrent execution of operations although some work has been done on constructing algogithms for

particular problems which allow concurrent execution of operations®¢-40,
2.5 DOMINANCE RELATIONS

The dominance relation provides information ou the refationship between the execution ol the operations in a
process. For example, if it is known that operation S iu the example shown in Figure 15 is executed for a particulay

fnitiation of the process. operations 1, 2, and 7 must be exeented also, operation 6 cannot be executed, and cither
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aperation 3 or operatian bt be exeented, i ths case we say that vperations 1, 2, and 7 dominate operation S
i Al operalton S s subordinate to operations 1,2, and 7. Operations § and 6 are called exclusive. This
mlormation can be represented by bisary aelation, calted the dominance relation?®, and by the reachubility
mattn. Two operations, Tamd J, cannot both be executed on the sume initiation of the process unless cither the 1,J
or the It term of the reacability matnix is *1 16 weitler termis *1° then 1 cannot be executed alter J und J cannot
be exeented alter 1 and, therefore, they camot both be executed for u single initiation of the process. Thus, the
reachability matrix specifies whether the execution of two operations is exclusive or not.

To determnte, tor each operation 1, which other operations must be exceuted when s exccuted the dominance
relation is constructed. The boolean matrix used to represent the dominance relation is catled the dominance matrix,
D, and has o 1 in the 1J position if and only if 1 dominates J or the Tact that operation Lis executed impties that
operation 1 must be executed. Thus, the five possibilities Tor the execution of two operations, 1 and J, can be

determined as tollows where R is the reachability matrix.

D(1,1) DUJ. 1

ah 0 whenever either operation is executed both
ol them are executed.

P 0’ whenever J is executed 1 must be exccuted
but when 1 is executed J may or may not be
executed.

‘0’ ‘r whenever 1 is executed J must be executed
but when J is executed 1 may or may not be
executed.

0 ‘0 If R(1,J) = RU,1) =0 then the execution of

one implies that the other is not executed.
If R(L1) or R(J,D is ‘17 then the execution

of one gives no information about the other.

The dominance matrix, D, for a graph with N elements is determined as folows:

1. Set D to ull ‘0

2. Set 1 to0.

3. Set 1to 1+ 1 and Tind the reachability mutrix
ol the connectivity matrix with row and cotumn

1 set to ‘0.



4. 0f cither R(I.H) or ROIN) is 0" set DKL) 1o
1Tr=1,2...N
5. If | # N go to step 3.

Steps | and 2 initialize the D matrix and a counter. In step 3 the reachability matrix, with the 1th operation deleted,
is found. If any operation J, cannot be reached from the initiation operation then operation I must be exeeuted
every time that operation 1 is executed since every path from the initiation operation to operation J passes through
operation 1. Similarly, if any operation, J, cannot reach the termination operation then operation Imust be exeeuted
every lime operation |is. Step 4 sets the appropriate entry of D to a 1" when an operation cannot be reacicd from
the initiation operation or cannot reach the termination operation. Step S tests for completion and returns (o step 3
if steps 3 and 4 have not been carried out for all values ol L Figure 16 shows the dominance matrix for the example

of Figure 15.
2.6 CONTROL GRAPHS

In some cases, where only the nodes on the paths through the connectivity graph are of interest, and not the
order of the nodes, 1 more compact representation called the control graph will be used, which represents all paths
of the connectivity graph in 4 more compact form. The control graph is formed from the connectivity graph by
combining two nodes it an are between them is the only extant are Trom one of thc nodes and the only incident e
to the other node. Also if an arc is extant from a node with more than one extant are and incident to @ node with
more than one incident are it is split into two ares and a new node inserted between them. Vigure 17 shows an
example of a connectivity graph and the corresponding control graph Each node in the connectivity graph can be
assigned to a node in the control graph, however, node d of the control graph does not correspond to any node of
the connectivity grapli, Node d of the control graph represents a path which cannot be specified by any single node
in the connectivity graph. If the ratio of decision und merge operations is low the control graph will be much smaller
than the connectivity graph. The dominance relation for the operations or a system can be determined from the
control graph, usually with less effort t ian using the connectivity graph. since the control graph will usually have
fewer nodes.

In Chapters 3 and 4 we will need to find the directed cut sets of the control grapl or of portions of the control
graph. The directed cut sets of a graph are defined as all sets of nodes sucn that no member of a set can reach any
other member of that set and such that removal of all nodes of a set will leave no path from the initiation node to
(he termination node. Figure 18 shows the ditected cut sets for the example of Figure 17. The nodes in each
directed cut set represent a set of exclusive possible paths for the control each time the process is initiated. The
operations corresponding to exactly one of the nodes in each directed cut set will he executed when the process is
executed. The algorithm shown in Figure 19 gives a method of determining the directed cut sets of an N node graph
from its control matrix. V is an array of boolean vectors, each vector having a position for each node of the control
graph. R(1) is an N element hoolean vector with a “F in position 1if node I can reach or be reached by node 1.
“NODE" is an array ol integers used to record node numbers.

The algorithm operates by systematically selecting one node ol the graph and deleting all nodes that can reach or

he reached by that node. This process is repeated until there are no nodes reniniag, in which case all of the nodes
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that have been selected to that point form a directed cut set. Step 2 initializes V(0) to all *1’s and the V array 1s used
to 1ecord which nodes have been deleted. | records the number of nodes that have been deleted. In step 4 the first
node that was not deleted at the preceding level is found and in step 5 the nodes reaching and 1eachable from this
node are deleted. Step 6 tests to determine if all nodes have heen deleted and il they have not, control returns to
step 3 1o ind and delete another node. If the test at step 6 finds that all nodes have keen deleted, step 7 records the
selected nodes as a cut set. Step 8 finds a node in the last set of nodes deleted that can be used instead of the
selected node, and that directly follows it. If one exists, control returns to step 5 to delete the nodes reaching and
reached by it. 1f no such node exists then all cut sets that include NODE (1 1) liave been found. It Fis not *17 then |
is decremented and the algorithm goes to step R to test for a new node at the preceding level 10 1is *1”" then all cut
sets have been found. Figure 20 illustrates graphically the process by which thie nodes ar - " cted and the cut sets

determined.
2.7 SUMMARY

Several hinary relations and methods for caleulating them have been discussed in this chapter. The precedence
relation specifies any required execution sequence, the dominance relation specifies which operations must be
executed if a given operation is executed, and the control graph is used to determine sets of operations which form
directed cut sets for a process. These relations will he used in the following chapters to aid in the synthesis of

concurrent processes.
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3. LOOP-FREE PROCESS SYNTHESIS

Once the retations discussed in Chapter 2 have been determined, the uext step is to use this information to
synthesize an error-free control network in which each operation is initiated as soon as all of its predecessors ware
completed. The types of errors considered are diseussed in Section 3.1 and Sections 3.2 and 3.3 consider the

synthesis of error-free processes. Chapter 4 extends this work to include processes whicli contain loops.
3.1 TYPES OF ERRORS CONSIDERED

The two main categories ol errors considered are sequencing errors which may be prevented by satisfying the
precedence relation, und implementation errors. Implementation errors are caused by incorrect use of branch and
rendesvous operations. The types of implementation crrors considered are fazards, where an operation may be
initiated before it has generated the completion signal from a preceding initiation, und incomplete rendezvous, where
at least one but not all inputs to a rendezvous receive initiation signals. The hazard and re-entered branch errors
described by Keller?? have been combined into the single category of hazard since the re-entered branch error is a
special case of a hazard. Figures 21 and 22 show examples of processes with errors. The process shown in Figure 22
will aperate correctly the first time it is initiated but one of the rendezvous operations will receive an initiation
signal on onty one input and will be waiting for an initiation signal on the other input. If the other decision outcome
is tuken when the network is initiated the second time, the rendezvous will have received a previous initiation signat
on the input reached by operation 2 and will produce its completion signal when it receives the initiation signal from
the decision. This would allow the operation (ollowing the rendezvous to be initiated before one of its predecessors.
To insure error-ree performance of the process in this example, the output rom operation 2 must be rendezvoused
with the outputs from decision operation 3 before operation 4 or § is initiated. However. the outputs from decision
operition 3 must be merged together belore they can be rendezvoused with the termination signal Trom operation 2.
Figure 23 shows a process with no errors that uchieves the desired operations in which a new register, G, has heen
employed. The added operations to set and test G are required so that the outputs Irom decision 3 can be merged
together and then spht, after rendezvousing with the output from operation 2.

To simplify the process shown in Figure 23, a new operation, called the wait operation, will be introduced. 1t has
one input defined as the signal input and two or more inputs defined us decision inputs, with an output
corresponding to each of the decisien inputs. Whenever an initiation signal is applied to the si=nal input and one of
the decision inputs, a completion signal is generated on the corresponding output. A wait operation functions as 1
group of two-input rendezvous operations which share one input signal and which are all cleared whenever an output
signal is generated by any one of them. Thus, a wait operation can be used to replace all of the operations shown

enclosed in the dotted box in Figure 23.
3.2 DECISION FREE PROCESSES

Before discussing the general technique Tor determining a control network, consider the example in Figure 24.

There are cight processing operat;ons with an assumed precedence relation as shown and no decision operations,
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Each operation cun be initiated when all of its direct predecessors are completed and the fowehart for an equivalent

concurrent process 1s shown in Figure 25, The following theorem deseribes a method which can be used to

synthesize the concurrent process and a proof that the synthesized process will be error free,

Theorem |

Proof’

The following three steps spearfy the synthesis of an error-free process, in which every
operation is initiated as soon as all of its predecessors are completed, given the precedence

relation of a decision-free sequential process.

a. Connect g branch operation to the output of each operation, I, with one branch
operation output  for every operation of which operation J is u direct
predecessor. H D is the direct predecessor of only one operation then no branch
operation is required tor J,

b. Connect a rendesvous operation to the input of each operation. 1, with an inpurt
for cach operation which is a direct predecessor of L 1F | has only one direct
predecessor then no rendezvons operation is required for J.

¢ For each operation, I, connect one output of the branch operation associated
with cach predecessor of 1 or the predecessor output it it has no associated
branch operation, to an input of the rendezvous for ¥ or to Ps input if | has no

associated rendezvous operation,

Let the operations of the process be numbered sequentially in the order ot their
exeeution in the sequential process. with the Pl operation numibered 1. Then all
predecessors of operation K must be assigned numbers that are less than K since
operation K cannot be required to follow an operation that it does not follow in the
sequential process. For any operation, K, assimme that sometime after the initiation of the
Pl operation each direet predecessor of K generates exactly one completion signal. Then
cach input to the rendezvous operation preceding operation K will receive exactly one
initiation signal and therefore, the rendezvous will generate one completion signal as soon
as all the direct predecessors of K are completed. The rendezvous completion signal will
be used to initinte operation K and so operation K will receive exactly one initiation
signal. Thus. il all direct predecessors ot operation K are executed exactly once there are
1o hazards or incomplete rendezvous in operation K and the rendezvous associated with
it. Since the PEoperation is initiated exactly once and is the only direct predecessor of
operation 2, operation 2 must be execated exactly once with no hazard or incomplete
rendezvous errors in it or its associated rendezvous operation. Then by induction,
operation K for K greater than er equal to one must be initiated exactly once and have no
hazard or incomplete rendezvous errors. Thus, all operations are free of implementation

errors and will be initiated as soon as their predecessors are completed.
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Thus, tor a sequential process without decisions, o concurrent process can be developed very casily. In fuctitis
quite interesting to observe that if” each rendezvons operation is combined with the operation following it and each
branch operation 1s combined with the operation it follows, the resulting flow chart is isomorphic to the basic

precedence graph.
3.3 PROCESSES CONTAINING DECISIONS

Figure 26 shows a more complicated process which contams o decision. Here the outputs from the direct
predecessors ol cach operation cannot be rendezvoused since this will resutt in implementation errors. In this
example, the direct predecessors of operation S are operation 3 and one of the decision outputs. These cannot be
rendezvoused. however, because the output from operation 3 with oceur every time the process is initiated white the
decision output will not occur every time. In this cuse operation 3 is execated for some initiations of the process for
which its successor s not initiated. or operation 3 is not dominated by its successor, Operation 7 represents
different case since it is not dominated by its predecessor, There are four possible dominance relations between an
operation, T, and one ol its predecessors, J, and these are listed below where 1> J means that T dominates J, and [ <

J means thae T does not dominate J.
. 1 >3] >1 3.0 30,0 > 1
20> 1+ 4. T >0 1+ 1

In case one. operation Tand its predecessor are both executed under the same conditions so that the output from
the predecessor, J. can he rendezvoused with other signals and used to initiate operation I. In case two, the
predecessor is not exceuted every time operation | is executed so its completion signal must be merged with some
other signal before it can he used to initiate operation I, In case three, operation 1 is not exccuted every time its
predecessors is. so the completion signal from I must be separated into two exclusive parts, one that is subordinate
1o | and one that occurs only when 1is not to be executed. Case four is a combination of cases two and three. The
output of the predecessor, J, must first be split into exclusive parts and then the part that is subordinate to T must be
merged with other signals before being used to intiate I. in wese four it would be possible to first merge the

completion signal from J with other signals and then split the merged output, but the former approach is simpler.
3.3.1 Direct Predecessors With Conditions Equal To Their Successor

In this case cuch direct predecessor is executed if, and only if, the operation is to be executed. This is the same as
the decision-free case and the completion signals from the direct predecessors can be rendezvoused together to
generate the initiation signal for the operation. In fact. in any case where two or more direct predecessors have the
same ccnditions (they dominate cach other) their completion signals can be rendezvoused together and the
rendezvous output considered as the output of a single direct predecessor with the same dominance relation as the

operations.
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3.3.2 Direct Predecessors That Do Not Dominate Their Successor

Next consider the direet predecessors of an operation, 1, that are subordinute to I but do not dominate 1. These
predecessors are never executed unless Fis to be executed, but |is executed when some of the predecessors are not
executed. Therefore, the completion signals cannot be rendezvoused together as in Section 3.3.1 since some of them
will not be execured every time the others are executed. An example of this situation is shown in Figure 27 where
operation | has operations 2, 5, 6, 7, and 8 as direct predecessors. Since exactly one of the operations 2, 5, or 6 will
be executed when the system is initiated, the completion signats from these operations can be merged together. This
merged signal will be generated whenever operation s to be executed and the one direct predecessor 2.5, or 6 it
is executed, has been completed. Similarly the completion signals from 6, 7, and 8 can be merged together to
pronliee & sigmal when one of themt is completed. Thosetwo signals can then b iandeavouscd together to genciaiv
the initiation signal for operation | as shown in Figure 28. Each of the inputs to the rendezvous is generated if and
onlw if Tis to be initigell ded Bk 0 e - * e 3 oF W predocesser ol e 2 rprrered. Moo, 8 4
mitiated as soon as all of its direct predecessors are completed.

A general method is now presented that can be used to determine the combinations of signals that can be merged
together to form the inputs to the rendezvous operation. Each merge operation must have inputs from a set of
operations. only one of which cun be executed Tor a single initiation of the system. and one of which will be
executed if the operation is to be executed. The combinations of conditions that can be merged together are
determined by finding the directed cut sets of the portion of the control graph that is dominated by and reaches the
node corresponding to operation | A directed cut set ol the control graph is a set ol nodes whose deletion removes
all paths from the initiation node to the termiination node and such that none of the nodes is reachable from any
other node in the cut set, as discussed in Section 2.6. The directed cut sets for the control grapit of the example of
Figure 27 are shown in Figure 29. The operations represented by different nodes in o cut set arc just the operations
whose outputs can be merged together to form an input signal Tor the rendezvous operation, since the operations
represented by exactly one of the nodes in the cut set will be executed cach time 1is to be executed. Since there are
numerous cut sets the completion signals of the direct predecessors can be merged in a number of different
combinutions,

A cut set table which is similar to a prime implicant table*®7 can be used to select the combinations of merge unit
inputs to be used. The table will have a row for cach possible merge unit (cut set of the control graph) and a colummn
for each direct predecessor. The standard techniques which have been developed for prime implicant tables®7- 48
can be applied to the cut set table, such as identifying essential terms, to select a set of rows that cover all of the
columns. One merge is then required for cach row of the cut set table that is selected. Figure 30 shows the cut set
table to be used with the cut sets shown in Figure 29. The fifth row is essential to cover thie last column and row 3
covers the remaining columns. The M-R network corresponding to this covering ol the cut set table is shown in
Figure 28. There is no direct predecessor of operation } corresponding to node C of the control graph but the
required completion signal could be obtained from the decision output that reaches node C if required. Thus an M-R
network can always be synthesized to generate the initiation signal for an operation when the operation dominates

its direct predecessors.
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The M-R networks that are synthesized are similar to two-level or-and switching networks. In some cases more

. < . : Hord? 7 umsidlent
economical networks may be synthesized by using more than two levels as described in Miller®”, or by considering
the requirements for several operations simultaneously and using techniques that have been developed for the

synthesis of multiple output switching networks®7+ 49,

3.3.3 Direct Predecessors That Are Not Subordinate To Their Successor

Finally, consider the case where, I, a predecessor of I, is not subordinate to 1. This means that J will be executed
for some cases where | is not. Since J is u predecessor of | there must be a path from J to [ in the sequence graph and
siice | does not dominate J there must be some path, from J to the termination node. that does not reach . Then
there must be ut least one decision in the sequence graph that is reached by J, that has an output thut reaches and is
subordinate to I, und that has an output that does not reach 1. Find one such decision, D, that does not reach any
other decision having these characteristics, D must be a predecessor of 1. Add a wait operation with a decision input
from each output of D. Then consider the signal input to the wait operation to be the input to an operation that has
1 as a direct predecessor und that has the same dominance refation as decision 1. The output signal(s) from the wait
operation that correspond to the decision output(s) that is (are) subordinate to I, will be generated only after J und
D are completed and only if I is to be executed, therefore. they can be used as inputs to the M-R network for I.
They can be treated as completion signals from operations that are direct predecessors of operation [ and that have
dominance relations equal to those of the corresponding decision outputs. Thus, completion signals from direct
predecessors that are not subordinate to their successor can he split in this manner into signals that are exclusive »f
and subordinate to their successor. Then the methods described in Section 3.3.2 can be used to synthesize the M-R
network to initiate the operation.

The signal inputs to any wait operations that have been added must be synthesized. They will be subject to the
same possibilities us the inputs to the operations for which the wait operations were added. However. there will be
one less decision between the wait operation input and its direct predecessor than there was between the original
operation and the direct predecessor. The process of adding wait operations may be repeated a number of times for
one direct predecessor of the original operation but only a finite number need be added since there can only be a
finite number of decisions between operations | and J. Figure 31 shows un example where three wait operations
must be used to split the completion signal from operation J into parts that are exclusive of and subordinate to
operation I. In this case the three wait operations could be combined into a single four-output wait operation as
shown in Figure 32. This possibility will not be considered further, however, since the wait operation outputs that
are eliminated by this network may be required by other operations and since testing for its occurrence would
complicate the method for splitting the completion signals from the predecessors. A scan of the complete system,
after the initiation networks for all operations have -been synthesized, might be used to check for cases where watit

operations can be combined,
3.3.4 Conditional Direct Predecessors

One problem that arises when nsing the methods discussed in the preceding sections is illustrated in Figure 33.

Operation 5 depends on operation 2 but this is not shown explicitly in the basic precedence graph since it is implied
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by the dependence of operation § on operation 4 and of operation 4 on operation 2. Figure 34 shows the control
network which would be synthesized using the above techniques. This network has several taubts. First, the wait
operation has an unused output which could still be active after initiation of the PT operation. Second, if the
decision bypasses operation 4, then operation S can be initiated before operation 2 is completed, and the completion
signal for the entire network may be generated hefore operation 2 is completed. These problems arise because the
exceution of operation 4 depends on the outcome of decision 3.

In the previous discussions we have assumed that an operation, I, may be initiated when all of its direct
predecessors are completed. Since the direct predecessors of Frequire the execution of alt other predecessors of 1 to
be completed before they are initiated, the execution of all predecessors of I should be completed when the
completion signals from the direct predecessors of T are generated. The problem which oceurs in the example of
fAlbu.c 334 tiat T vine outcome ot dedision 8 upTdtion 4 -which 15 the Mirect ptcdducas:.r ul .1['!c|‘dliu'l'l 0% st
executed. In this case operation 2 is a conditional direct predecestor of operation 5. That s, operation 2 is an

TITOR T 1 TR i \ e e o8 P fecisiom pemy s Ilw‘ruinn ik not o predecessor ol gng
exccuted predecessor of 5. Operation 2 must be considered a direct predecessor of operation § for the decision
outcome which bypasses operation 4. I general a conditional direct predecessor of an operation, I, is an indirect
prodtesssor which ot somie comditions of cambimitions of decisian otitcomes s mat 2 predecesser of an eversted
predecessor of operation l. Conditional direct predecessors can be eliminated by modifying and making additions to

o prceieor s W p— ' il opentbione Le dlle cowmie &8 Figmas 13 aul 3 Wie i
operation is added when the initiation signal for operation 4 is synthesized. This wait operauion can be considered as
two additional operations in the process, one for each of the wait operation outcomes. These operations are fabeled
W, , amd W, 3 and added to the direct precedence graph as shown in Figure 35. They have as predecessors decision
3 and operation 2 which supply the input signals for the wait operation. Their successors are operation 4, for which
the wait operation is udded, and the successors of operation 4. The direct successor of W|,| is operation 4 but
operation 5 is the direct successor of W,  since Wl.z does not reach operation 4. Thus, to its predecessors the wait
operation is treated as a single operation while to its successors it is treated as o separate operation for each of its
outputs. With this interpretation of the wait operation, the direct predecessors of each operation are att dominated
by the operation after all required wait operations have been added. Using the precedence gruph of Figure 35 the
error-free concurrent process shown in Figure 36 is synthesized.

The following rules are used to modify the precedence relation when a wait operation, W,.is added because u

direct predecessor, J, of operation Iis not dominated by [.

I. Operation J, the decision supplying the decision inputs. and all of their predecessors are
made predecessors of W,. Also, if any predecessors of W, are wait operation outcomes
then any other outcomes from the same wait operation that reach W, are made
predecessors of W, also.

2. Fand its successors are made successors of each outcome ufWi that can rcach them.

These changes can easily be made to the complete precedence relation but only thc.e additional members of the
precedence relation that are not implied by other members can be added to the basic precedence relation. In fact, it

may be necessary to delete some of the original members of the basic precedence relation when the members due to
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a new wail operation are added. In order to determine the basic precedence relation with an added wait operation
we can add all members ol the complete precedence relation that include the wait operation to the basic precedence
relation, calling this the augmented precedence relation, and then delete uny implied precedence refations.
Determination and deletion of the implied relations when a single operation is added or when several operations
which cannot be predecessors ol each other are added is much simpler than the general case described in Section
2.2.2 since no member of the relation can be implied by more than two other members. Thus all implied relations
that are in the augmented precedence matrix can be found by merely multiplying the augmentated matrix by itself.
The result of multiplying an angmented precedence mutrix by itself is shown below where P represents the original

precedence matrix.

P:B P:B P -P+B - C I PoB+
—= e = 1
I B-D
C Db C)D e I s o
CP+D-C | P B+
= 1 DD

The portion of the augniented precedence matrix labeled D must be zero since there can be no member of the
precedence relation between two outcomes of the same wait operation. Therefore all of the terms involving D ean be

dropped to give the following matrix.

1
P-P+B-C 1 P B

U

cC- P :("B

Also since there are no members of P that are implied by two other members of P it is not necessary to caleulate P
P uand since D is zero it is not necessary o ealeulate C  B. Thus the following matrix specifies all of the members of

the augmented precedenee relation whieh must be deleted in order to make it a basic preeedence matrix.

B-¢c ' Pp-B

C-P 0

The following theorem shows that all predeeessors of each operation will be completed belore the operation is

initiated.

Theorem 2:  Adding all wait operation outecomes to the preeedence relation insures that no operation
is exeeuted until all of its predecessors are completed.

Proof: Let I be executed for a particular initiation of the process and let } be any predecessor of

I that is also executed. If J is a direet predecessor of I then J must be ecompieted before

operation I is initiated. If J is not a direct predecessor of 1 it must be the predccessor of

i



some direct predecessor, K, of 1. We will show that there is a chain of operations |, K,
Ko_y» - K, Jwhere K_isan executed direct predecessor of 1, J is a direet predecessor

of K ,andK, |
Let Q be any operation that is a predeeessor of 1 and that has J as a direct predecessor.

is an executed direet predecessor of Ki fori=2,3,...n.

There must be one such operation unless J is a direct predeeessor of I. Q is either a wait
operation outcome or not. If it is not 4 wait operation cutcome then it must be executed
since its direct predeeessor is execited. If Q is a wait operation outcome then the wait
operation must be exeeuted and one of its outcomes nust be executed. The exeeuted
outcome must be able to reach operation 1, since otherwise, I would not be executed.
Since the executed wait operation outcome ean reach I and | has one outcome of *he wait
operation as a predecessor the executed outcome must be a predecessor of I. Thus, there
must be an exeeuted operation that is a predecessor of I und that has J as a direet
predecessor. We can eall this operation K, and if K, is not a direet predecessor of 1 we
ean repeat the above argument to find an executed operation, Kz’ that is a predeeessor of
I and that has K, as a direet predecessor. Since there are only a finite number of
operations in the process, an operation, K, . must eventually be found that is a direct
predeeessor of operation I. Then since each of the K, operations is executed and is
executed only after its direet predeeessors are completed, operation | must be initiated
only after operation J is eompleted. Since operation J is any arbitrary predeeessor of 1 the

proof is eomplete.

The addition of the wait operations to the preeedence relation in the manner deseribed above is not neeessary to

insure an error-free process as Figure 37 shows. This is an alternative to the one in Figure 36 and allows operations 2

and 5 to be executed concurrently if operation 4 is not exeeuted. Exeeuting operations 2 and 5 eoncurrently may

result in sequencing errors but this cannot be determined from the precedenee relation sinee we consider the

precedence relation to be transitive. Additional tests would be required to determine whether operations 2 and 5 can

be executed concurrently without sequeneing errors. Since attempting to identify these cases and allow the

additional concurrent operation would complicate the methods deseribed, we will not consider this possibility

further.

3.3.5 Proof That The Synthesized Network Is Error-Free

Theorem 3:

Proof:

A eoneurrent process synthesized from a preeedence relation and dominance relation of a
loop-free sequential proeess by adding wait operations to make all direet predecessors of
each operation subordinate to the operation and by using cut sets to synthesize the
initiation signals for each operation is error-free,

Each operation is initiated only after its direet predecessors ave completed and by
Theorem 2 this insures that all predecessors of the operation are eompleted before it is

initiated. This, there can be no sequencing errors in the process. Every operation has s
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3.4 SUMMARY

predecessor since the Pl operation is a predecessor of every other operation.The use of
cut sets insures that if a rendezvous operation receives an initiation signal on any input it
will receive exactly one signal on all inputs and that no merge operation can receive more
than one initiation signal so there are no hazard or incomplete rendezvous errors. The
completion signal from every operation in the process must be generated before the
termination operation is initiated since it has all the operations of the process as
predecessors, thus all operations are completed when the termination operation is

exccuted.

A summary of the steps used to synthesize a concurrent process from a sequential one, as described in this

chapter. is given below.

(%3

6.

Determine the precedence relation, dominance relation and control graph for the process.
Find an operation, 1, whose direct predecessors have had their initiation signals
synthesized or else whose only direct predecessor is the Pl operation.

If any direet predecessor of 1 s not dominated by [ add a wait operation and update the
precedence relation as described in Sections 3.3.3 and 3.3.4 and then return to step 2. 1f
all direct predecessors of 1 are dominated by 1 go to step 4.

If any direct predecessors of 1 have the sume dominance relation, connect their outputs to
a rendezvous operation and use the rendezvous output in place of the operation outputs.
Find the cut sets for operation | and use a cut set tuble to pick the combinations of
signals to be merged together. Rendezvous the output signals from each merge and use
the rendezvous output as the initiation signal for 1.

If I'is not the PT operation return to step 2.



4. PROCESSES CONTAINING LOOPS

In 4 loop-free process 1o operation cun be executed more than onee for a single initiation of the process. In terms
ol the connectivity graph, a loop-free process is one in which there is no chain of ares I'rom a node that reaches the
node again, or the main diagonal of the reachability matrix is all zeroes. Processes containing loops are processes in
which some operations may be executed more than once for a single initiation of the process. An example of a
process contiining a loop is shown in Figure 1. This process calculates the product of the contents ol register B and
the contents ol the right haif of double |C|!llll register A and fegves e il in tegitter Opemtion s & Jecmioin
which determines whether operations 4 to 8 will be repeated.

Consider a sequence graph that represents a loop-free process. If the addition of an are from node I to node J
would introduce a loog into the s she e i eolloc o Foeme e T 7 ComTSpo AETE YU The Feclba R wic
is the set of nodes that are in the maximally strongly connected subgraph®? formed by the addition of the leedback
arc. Node J is called the loop entry node (LE node) of the loop and node Fis called the loop exit node (LX node). If
any node in the loop, except §, has an are directed to it from 1 node outside the loop, the node is culled a secondary
entry node. Similarly, a node other than node I that has an are directed from it to a node outside the loop is called a
secondary exit node. If two loops have one or more nodes in common but all nodes of one loop are not contained in
the other loop, they are called intersecting loops. H all nodes of one loop are contained in another loop they are
called nested toops and il two loops have no nodes in common they are called disjoint loops.

The feedback ares can be determined by caleulating M.S.C. subgraphs as described in Section 2.3 and each
feedback arc can be identificd with two nodes designated us the loop iuitiation node (LY node) and loop termination
node (LT node) as shown in Figures 38 and 39. These nodes are added to the graph and differ from the LE and LX
nodes in that they do not represent operations of the original process. Consider the sequential execution ol the
process shown in Figure 39. Each time one of the LT podes is reached the corresponding LI node will be executed

next. A possible sequence of operation executions Tor this :ystem would be:
1.2,3,LT LI 2.3, LT, L}, 2.3.4, LT, LI,.3.LT , LI, 2.3.4.5

We will call the execution of the operations from and including an initiation node to and including the Tollowing
termination node the execution of a cvele of the system. Between the execution of the Nth and Mih cycles ol a
system exactly M N feedback ares must be traversed and the first node of the Tirst cycle must always be the PI node
while the last node of the last cycle must always be the PT node. The sequence ol operation executions given above

contains the following five cycles:

cycle 1 1,2,3, LT,
cycle 2 L1, 2.3, LT,
cycle 3 LL,,2.3,4, LT,
cycle4  LE. 3, LT,
cycle 5 LE.2,3,4,5
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Since an operation may be executed more than once we must distinguish between diflerent executions of the same
operation. In the above example operation 3 is executed five times. once for each cycele. A particular execution of
operation 3 can be identified by specilying the cycle on which it occurs,

The Tollowing section discusses several dillerent types of concurrent operation that are possible in systems
containing loops and the next three sections discnss dominance relations, execution relations, and cut sets in
processes containing loops. Sections 4.5, 4.6, and 4.7 discuss methods Jor synthesizing concurrent processes trom

sequential processes containing loops,
4.1 CONCURRENT OPERATIONS IN PROCESSES CONTA:NING LOOPS

Concurrent execution of the operations of « process can be separated into three categories. The ones chosen.
although somewhat arbitrary, are convenient hecause they correspond closely to the types of concurrent execution
allowed by the synthesis methods to be presented. In the previous example, concurrent execution ol operations 2
and 3 in the same cycle (for example, cycle 1) would be type A concurrency.

Type B concurrency is concurrent execution ol two operations which are in dilferent cycles but where the
operation which would be executed first in the sequential execution of the process can reach the otlier operation
even with all feedbuack arcs deleted. b the preceding example, execution ol operation 2 of cycle | concurrently with
operation 4 of cycle 3 would represent type B concurrency while execution of operation 3 of cycle 3 concurrently
with operation 4 of cycle 3 would represent type A concurrency.

Finally, type C concurrently represents concurrent execntion of two operations where the one that would be
executed first in the sequential process can only reach the other operation over paths containing one or more
feedback ares. An example of type C concurrency would be the concurrent execution of operation 3 of cycle 2 with

operation 2 ol ¢eycle 3.
4.2 DOMINANCE RELATIONS IN PROCESSES CONTAINING LOOPS

As in the loop-free case. we will reguire the dominance relation between cuach operation and its direct
predecessors. The introduction of loops complicates the determination of dominance relations since some operations
may be executed more than once for 4 single initiation ol the process. Consider the example shown in Figure 40
where operations 2, 3, and 4 may be executed on any number of cycles but operations | and 5 will be executed only
once for each initiation of the process. If operation 2 is executed, operation | must be executed also, however,
operation 2 may be executed many times while operation I is exccuted only once. In this case only the execution of
operation 2 on the first cycle corresponds to the execution ol operation 5. Therelore operation | does not dominate
operation 2, and operation S does not dominate operation 4. The delinition of dominance given in Section 2.5 thus

must be revised to the following:

Operation 1 dominates operation 1 if Tor erery
execution of operation J, operation 1 mnst be

execnied also.
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1 1 0 0 0 1
2 1 1 1 1 1
3 0 0 1 0 0
4 1 1 1 1 1
5 1 0 0 0 |

DOMINANCE RELATION

CONNECTIVITY GRAPH

FIGURE 40. A CONNECTIVITY GRAPH AND ITS DOMINANCE RELATION



The dominance relation in Figure 40 was developed from the connectivity gruph by inspection. H shows that the
conditions for the execution of operations | and 5 and of 2 and 4 are equal and that operations 2 and 4 dominate all
operations of the process.

It any operation, J, is a direct predecessor of an operation, I, then the dominance relation between them must be
determined. Virst consider the case where operation J cun reach operation I only over paths which contain u
feedback arc. Then if § is executed, | muay or may not be executed since there will be a path from J to the PT node
which does not include 1. Therefore I will not dominate J. Operation J may dominate operation | but this
information is not required for the synthesis since the only information required between two operations is whether
they dominate each other, aund whether an operiation dominates its predecessor. Both of these questions are
answered by the fact that operation I cannot dominate operation J.

Next consider the case where operation § can reach operation I over a path that contains no feedback ares. In
Section 2.5 the dominance relation for a loop-free process was found by deleting each node in suceession and
determining which remaining nodes could not reach the Nth node or be reached from the first node of the
connectivity graph. Any node that could not reach the Nth node or be reached rom the first node was dominated
by the deleted node. In the example of Figure 40, deletion of node | preventts any other operation from being
reached by the first node. However, nod. | does not dominate all of the other nades because of the loop. Operations
2, 3, and 4 can be initiated on a path other than the one starting at the Pl node, specifically the one initiated by the
feedbuck arc.

For u system with foops the calculation of the dominance relation described in Section 2.5 must be revised
slightly. Instead of merely testing whether un operatien can reach the Nth node and be reached by the first node, «
test must also be made to determine whether the operation can reach itself. For if operation § can reuch itself after
node | has been deleted, operation § can be executed any number of times without a corresponding execution of
operation 1. Thus operation | dominates J if deletion of operation I prevents node J either from reaching the Nth
node or being reached Irom he first node, and prevents operation § from reaching itself. Otherwise operation | does

not dominate operation J.

Theorem 4: Node I dominates node J if and only il deletion of node I prevents node J either from
reaching the Nth node or being reached by the first node of the connectivity graph and
prevents J from reaching itself.

Proof:  Consider any two operations, [ and J, and assume that operation I can reach operation J
over a path containing no feedbiek arcs. The first time that J is executed it must be
reached by a path from the first node that does not include operation J. The following
exeeutions of operation J require a path from operation J to itself. If deletion of
operation 1 prevents operation J from being reached by itself or the PI operation, then
operation I must be on every path from the PI operation to operation J and every path
from operation J to itself. Then operation I must be executed every time that operation J
is executed und, therefore, operation I dominates operation J. Next assume that
operation I dominates operation J or thut operation 1 must be executed every time that

operation J is executed. Then operition I must be on every path from the PI operation 10
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operation J, since otherwise operation J could be executed without a corresponding
execution of operation 1. Similarly, operation I must lie on every path from J that reaches
J again or there could be an execution of operation J without a corresponding execution
of operation I. Thus, when J follows [, operation Fdominuates operation J if. and only it
deletion of operation T removes all paths from the PFoperation to J and from J 1o itself,
Similar arguments can be used to show that when [ follows J, operation | dominates
operation Jif and only il deletion ol operation Feliminates all paths by which J ¢an reach

the PT operation or itself.
4.3 PRECEDENCE RELATIONS IN PROCESSES CONTAINING LOOPS

A precedence relation cannot be established directly for a graph containing loops®© since uttempting to do so will
usuglly result in an operation being required to precede itself. This is illustrated in the example of Figure 41, If
operation 2 must be completed before operation 3 can be initiated and operation 3 must be completed hefore
operation 2is initiated the second time. the precedence diagram is as shown in Figure 41, which requires operation 2
10 be completed before it can be initiated. This occurs because the precedence relation mukes 1o distinetion between
the first and second time that operation 2 is executed. One solution, suggested by Marimont®?_is to “unwind"* the
loop as shown in Figure 42. Each successive iteration of the loop is represented by repeating the nodes that form the
loop. This transforms the cyclic graph into a loop-free gruaph and allows the precedence relations to be established if
the number of cvcles is known.

{
Another method”: 3¢ 37

. which will be used here, is to repeut one copy of the process and to establish the
precedence relation between operations in the two copies. The repeated copy of the process is used to allow the
establishment of the precedence relation between operations which can be reached only over paths containing
feedbuck arcs. This is illustrated in Figure 43 where the nodes with unprimed numbers represent operations in one
copy of the process and the nodes with primed numbers represent the operations from the preceding copy.
Operation 2 follows the process initiation node or operation 3 of the preceding cycle. depending on whether
operation 2 is being executed for the first time. In the example shown iu Figure 44, operation 2 aud operation 3 of
the first cycle may be executed concurrently, and operation 6 may be executed concurrently with all cyeles of the
process. Al<o, operation 4 of one cycle may be executed concurrently with operation 3 of the preceding cycle.

The method described in Section 2.4 for determining the decision precedence relation must be modified slightly
when a process contains loops. In the connectivity gruph of  Figure 45 operations 5 and 6 do not reqnire decision
operation 4 10 be completed belore they are initiated while in Figure 46, operations 5 and 6 cannot be initiated nnil
decision operation 4 is executed and the decision outcome is to execute operation 5. Operations 5 and 6 mnst follow
decision operation 4 in Figure 46 because there is a path from the decision to the termination node that does not
pass through operations S and 6. Thus, until the outcome of decision 4 that connects to operation 5 is takei. it is
possible that operations 5 and 6 will not be exeented. In the example of Figure 45 we exclude the possibility of the
loop being exccuted an infinite number of times and therefore operations 5 and 6 must be exceuted eventlly,
regardless of the outcome of any particular execution of the decision.

Consider any possible sequential execution of a process up to and including the execution of operation 1. | st

depend on the closest decision, J, to | that can reach the PT node without passing thirough [, since until that decision
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of operation 4
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FIGURE 46

A Process in which the Execution
of Operation 5 may not preceed the
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-0 -

iy exeented Tmay be by passed. The onteome of the decision dut reaches T amst be dominated by | smice of that
outeome is taken, Fmuost be execated because no path can by pass Land becsuse decision § camtot be reached again
before Tis executed. Thas, if a decision has an outcome that is dommated by operation. Tand the decision can veach
the PT node with 1 deleted. then operation | st have that decision as a predecessor. | eannot lave any other
deenion along the same path as a diveet predecessor sinee when decision J is completed, operation I can be mitated,
withont considermg the outeome of any other decisions. Thus., | can have as disect predecessors ondy thase decisions
which can reach the PT node with | deleted and that have an onteome tat is domuated by 1 Conversely any
decivion that satsfies these two requirements will be 3 direct predecessor of | for some paiticular execution
seqicnce. The required information can easily be found sand the decision precedence relanon determimed when the
domimanee selation s calenlated.

I the Joops ma process are nested. repeating one copy of the process will allow the precedence relation between
any pain of operations to be determmed ¥ 27 flowever, if ihe OOPs e ntesecting, as shown m the example of
Fignre 47, the members of the precedence relation hetween some opetations may not he tound. h dus example.,
assine that operation 3 reqired to follow aperation 6 when the operations me executed in the following order:

9

A0 TS 2030 This cannot be determined from the precedence velation formd from a single 1epe o of

3

the process since the path fronn operation 6 to operation 3 iy not incloded. In fuer, if Ay operation, I, cin be
reached from another operation, J, onfy over s path which wiclndes two or more feedback snes, the path will not be
shown exphertly when onhy two copies of the process are osed. Additional copres of the process can be used 1o nighe
all simple paths between operations explicit, but with a Large number of feedback mes iy copies of the process
could be required. In order 1o require consideration of only one additional copy of the process, members wilt be
added 1o the precedence velation 1o tequire that operation  pecede operation 1 when there s 3 path from (o |
that contans two or more feedback ares and no path trom 3 to et contans ondy one of the feedback arcs.
Constder a process with a path from an operation. | to an operation, |, contaming two feedback mes sneh that no
path from J to 1 contains only one of the feedback ares and fet the first feedback are traversed be from | X, tol I,
and the second one from LX2 1o I.I{: Then the following conditions must be satisfied by the feedback free

cosnectivity gaaph where =M indicates that | reaches K 1=K indicates that 1. does not reach K.

hi=IX,
2D =X,
HLE~I
HLE A1
S ILX,

The first three conditions are necessary for the path from J 1o 1 1o exist. The fonrt condition mnst be tine or the

following path. containing only the first feedback are wonld exist
bl

Sitdarly it the 1ifth condition is not satisfied 4 path from o T wall exist that contains only the second feedbyek

AT
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The following three conditions can be derived from conditions | through 5 and the fact that each LE node must

reach the corresponding LX node.

6) LX,F+-LE,
7)LE #~LE,
8)LX 7~LX,

Condition 6 must be true, for otherwise condition | would imply that J->LE2 and therefore that J==LX, in
contradiction to condition 5. Conditions 7 and 8 must be true for if either one is not true there is a path from J to |
that includes only one of the feedback arcs.

Thus, in any case where an operation, J, can reach an operation, I, over 4 path containing two feedback arcs but
not over a path which does not contain both feedback arcs, conditions 2, 6, 7, and 8 must be satisfied. Several
examples are shown in Figure 48. In every case operation | will have LX, as a predecessor since operation I cannot
be executed until the decision outcome specifies that the feedback arc is to be tuken. If operation J is made a
predecessor of LX, then I cannot be executed until J is completed. This can be accomplished by adding a member
to the precedence relation from J “to LX,. In general, we can add a precedence relation from any operation, K, to
each LX node that K can reach only over a feedback arc and whose corresponding LE node operation K cannot
reach over that feedback arc. This will insure the existance of a precedence relation between any operation and
another operation which can reach it only over a path containing two feedback arcs. Therefore, two copies of the
process will be sufiicient to express all members of the direct precedence relation. In the example of Figure 47 this
will require operation 6 to be completed before operation 5 of the following cycle is initiated. This reduces the
possibilities for concurrent operation since operation 6 of one cycle and operation 5 of a following cycle cannot be
exccuted concurrently even if they are independent, but it simplifies the concurrent process synthesis and the

representation of the precedence relation.
4.4 CUT SETS IN PROCESSES CONTAINING LOOPS

As in the loop-free case, cut sets of the control graph will be used to determine which completion signals from the
direct predecessors of an operation, I, can be merged together. A cut set must consist of a set of nodes of the control
graph such that one and only one node of the set will be in each path from the initiation node to operation I or from
operation | to itself. A cut set for an operation, 1, is thus defined as a set of nodes of the control graph satisfying the

following four conditions:

1. Each node can reach I over a feedback free path.
2. Each node is dominated by 1.
3. No member of a cut set can reach any other member over a path that does not include 1.

4. If any node is added to the set then one of the first three conditions will be violated.
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FIGURE 48. TWO EXAMPLES OF PROCESSES WHERE OPERATION J CAN REACH
OPERATION | ONLY OVER A PATH CONTAINING TWO FEEDBACK ARCS



-68R.

Consider the example of a control graph shown in Figure 49. All nodes which may he members of tlie cut sets for

I'must satisfy conditions | and 2 and these nodes are drawn with a heavier circle. The cut sets are;

{5.4.14) . {5, 4.13.15).{5.10. 16, 15} .{9. 16, 15}.

Clearly every node that reaches | and is dominated by I must be in some cut set for I. Now we must prove that

any path from the initiation node to I or from | to itself must pass through a member of each cut set for |.

Theorem 5:

Proof’

Every path in the control graph from the initiation node to 1 or from I to itself must pass
through exactly one node of each cut set.

No path can pass through more than one node of any cut set since if it did , one node of
the cut set would be able to reach another node of the cut set, in contradiction to the
rules for forming cut sets. Next we must show that at least one node from cach cut set
will be on every path. Consider the sequential execution of any path in the control graph
reaching | and let it be composed of nodes N, NyuNj N NJ. <Ny Lin that
order. Let N, be the fast node that reaches any mentser of a cut set, Z = {7.., Zy
Zy oo zi}. Let Nj be the first node that can be reached by a member of the cut set. Since
a member of the cut set can reach Nj and since N, can reach a member of the cut sct, N,
must precede Nj or 4 member of the cut set would be able 1o reach some other member.
Furthermore, since N; must hiave at least two extant arcs, there must be at least one node,
NJ._ ;- between N, and NJ. of the control graph. If node NJ. _y isdominated by I then Z is
not a cut set because Nj_l cuuld be added to it without violating any of the restrictions.
Thus if Nj_l is dominated by 1. a member of the cut set Z must lic on the path reaching
1.

If 1 does not dominate Nj--l then NJ. _, Must be able to reach the PT node or itself,
with node | deleted. Node Nj_l cannot reach the termination node with | deleted, since
if so NJ.. and thus a member of the cut set could reach the termination node with 1
deleted. Then NJ._l must be able to reach itself and therefore Nj must he able to reach
N,_, Let N;_¢ be the carliest node that N, can reach. Node N; ¢ must come after N,
since. if not. a member of the cut set could reach some other member. Also. as before.
there must be a node N; ¢, between N, and Nj_Q' If Nj_Q.,, is dominated by I then Z
is not a cut set. If node N;_g_, is not dominated by I then it must be able to reach the
PT node or itself with node I deleted. If it could reach the PT node the member of the
cut set reaching N; could reach the PT node also, and Z would not be a cut set. If N o,
cannot reach the PT node it must be able to reach itself, but then N, could reach
N;_¢_, and therefore N; could reach N, g, in contradiction to the assumption that
node Nj,.Q was the earliest node that node Nj could reach. Thus, there nrust be 4 member

of each cut set of 1 on every path to node | from itself or from the PI node.
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FIGURE 49. A CONTROL GRAPII




4.5 SYNTHESIS OF PROCESSES WITH TYPE A CONCURRENCY

A simple method for treating processes with foops is to add additional members to the precedence relation that
will climinate any concurrency between cycles. That is, we will require all operations in one cycle to be completed
beloie any operations in the following cycle ure initiated. When the precedence relation is zulculated, a single copy
of th:e process is used, and members are added to the precedence relation to require every operation which reaches
an LT node to precede it and to require every operation witich can be reached by an LI node to follow it. A decision
and merge are added to the process as shown in Figure 50, with an output Tor each initiation node and an input for
each termination node, respectively. The decision represents the possibility of initiating the process by the process
initiation node or by one of the loop initiation nodes. These additions transform the process into loop-free process.
The dominance retation and precedence relation for the process can be determined as discussed in Section 2.5 since
the modified graph is loop-free.

After the precedence relation and dominance relation are determined a concurrent process is synthesized as in the
loop-free case, except that the added decision and merge operation are omitted. The output signal from cach LT
operation is then connected to the input of the corresponding LI operation to complete the process. Since every
operation that can reach an LT node is a predecessor of it, the LT operation cannot be execuled until every
operation in the cycle of the process which it terminates is completed. Also, no operations in a succeeding cycle can
be initiated until the loop initiation node that starts that ¢ycle is completed. Thus, all operations in one cycle of the
process are cxecuted before any operations in the following cycle are initiated. The execution of the completc
process can be considered to be a series of executions of a loop-free process, with possible concurrent execution of
operations within each exccution of the loop-free process. There is, however, no possibility of concurrent execution

of operations in different eycles.
4.5.1 Example

Figures 51 to 54 show an application of this method to the process for multiplying two 12-bit numbers that is
shown in Figure 1. The multiplier is in register B and th:e multiplicand is originally in AR, the right half of double
length register A. Register C is used as a counter to record the number of cycles completed.

Figure 51 shows the connectivity graph, precedence graph, and dominance matrix for the process. with the
feedback arc replaced by L1 and LT nodes. The flow chart for the proces.: synthesized from these relations is shown
in Figure 52. The operations of incrementing and testing the connter are performed concurrently with the
operations 1o test the multiplier, add the multiplicand, and shift the partial product. Also, the initializing operations
of clearing registers C arid AL are performed concurrently with some other operations in the first cycle.

Several changes can be made to reduce the amount of concurrent operation permitted, and thereby reduce the
number of eontrol operations required. The execution of operations 2 and 3 with operations in the first cycle of the
loop is called loop entrance concurrency and can be eliminated if operations 2 and 3 are required to be completed
before any operations within the loop are initiated, thereby climinating the need for the wait operation that follows
decision operation 4. This will reduce the time required for each cycle of the process since there will be fewer

control operations in the loop, but will climinate the concurrent execution of operations 2 and 3 with other
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operations of the first cycle. Whether the overall result will be an increase or decrease in the total execution time
depends on the number of cycles that will be executed and the ratio of time saved in cach cyele of the process to the
additional time required for initialization of the first cycle.

To determine the control network for the process with no entrance concurrency, an additional node. X. can bhe
added to the precedence graph und connectivity graph as shown in Figure §3. Every operation o the loop is required
to follow the udded node and every operation outside the loop which is u predecessor ol an operation within the
loop is made a predecessor of the added node. Figure 53 also shows the Mow chart for the concurrent process
synthesized with the added operation. Comparison of Figures 52 and 53 shows that the delay associated with one
wait operation has been eliminated Trom the execution of each cyele.

Another step which can be taken to reduce the control network complexity is to muke every operation i the
loop precede decision 8, thereby eliminating concurrent execution of operations with the loop exit decision, This
will eliminate the need for the wait operation connected to the output ol decision & but will increase the operating
time since decision 8 will not be executed concurrently with any other operations. tn this case the increase in
operating time will be slight since the time required Tor the decision is small, In g similar situation the decision might
be a more complex operation which required considerable time to complete, and i that case the increase in
operating time would be much greater. The precedence graph, with all operations required to be completed before
operation 8, and the corresponding control flow chart are shown in Figure 54. Table | gives a compatison of the
operating times and module requirements for the macromodular implementation of the different configurations. For
comparison the times and module requirements are also given for the sequential system of Figure | and for a system
with all operations completed before decision 8 but with entrance concurrency. The times assumed for the various
operations are listed in Table 2. The calculations Tor total times assume that the addition (operation 5) is perlormed
lor hall of the cycles executed.

Several interesting observations can be made Irom the tuble, First, significant operating time savings can be
#chieved by allowing concurrent operation. I ais equal to 200ns, one of the concurrent systems requires only 64%
of the time required for the completely sequential system. Second, although more equipment is required for the
system with concurrent operations, the number of multiplications per second per module can be increased by using
concurrent operations in this example.-Finally, the system with the most concurrent aperation does not have the
shortest operating time. The system with entrance concurrency 1s slower than the one without this concurrency
because the additional control operations required increase the execution time slightly Tor each cycle of the process.

while speeding up only the lirst cycle,
4.6 SYNTHESIS OF PROCESSES WITH TYPE B CONCURRENCY

The method developed in the preceding section is effective for some processes but may severely restrict the
concurrent execution of operations in processes like the example shown in Figure 55. Since the metliod of Section
4.5 requires all operations in one cycle ta be completed before any operations in the following cycle cun be initiated,
the only possible concurrent execution of operations in the two loops would occur on their only conunon cycle, the
last cycle on which loop | is executed and the first cycle on which loop 2 is executed.

In order to allow concurrent execution of operations in different cycles we will add precedence relations from tle

L# nodes to all nodes that can be reached by the LI node and cannot be reached by the corresponding LX nade and
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Operation

Decision

Merge

Branch

Rendezvous

Wait

Add, Shift, Etc.

79.

TABLE 2

EXECUTION TIME FOR MACROMODULE OPLRATIONS

100

20

20

ns

ns

ns

ns

ns

ns

Time

From the time the last
of the two initiation

Signals is received
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FIGURE 55. A CONNECTIVITY GRAPH WITH TWO LOOPS
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to each LT node from operations that ¢an reach it and cannot reach the corresponding LE node. These precedence
relations will msure that if any operation, J, can reach another operation, I, only over a path that contains a
fuedlack ato, thut operation ¥ will be completed Uefote operation s mitiated. W spetation'¥ can reach operationdt
over a path that does not contain a feedback arce then the precedence graph will show any required precedence

remtows Wil Hie gmecailivwar il i sl ilimsiiilioe ST TN | (TS TITTTees [ Sy | PSS B -‘r‘lil‘ a

s

concurrent process can be synthesized as follows:

1. Determine the dominance relation as described in Seetion 4.2.

2. Determine the precedence relation for a single copy of thie process requiring each operation to be a
predecessor of uny LT node it reaches if it does not reach the corresponding LE node and requiring each LI
node to be a predecessor of any node not reached by the corresponding LX node.

3. Select an operation, I, other than an LI or the PI operation, whose direct predecessors all have either had
their M -R networks syntliesized or else are L1 or PI nodes.

4. If any direct predecessor, K, of I is not subordinate to 1, find the closest decision to K that can be reached
by K. that reaches 1, and that has an output that is dominated by 1. Add a wait operation that reeeives its
decision inputs from the decision and make K a predecessor of the wait operation and the wait operation a
predecessor of operation 1. Update the direct precedence relation as described in Section 3.3.4 and return
to step 3.

5. If any direct predecessors of | have the same dominance relation, connect their outputs to the inputs of a
rendezvous operation and use the rendezvous output in place of the operation outputs.

6. Determine the cut sets for I and use a cut set table to choose a group of cut sets that cover ull of the
predecessors of | and synthesize the corresponding M—R network.

7. If alt operations have not had their M—R networks synthesized return to step 3.

8. Connect the loops by combining each LT node with the corresponding LI node.

Unfortunately, the author has not been able to prove that a process synthesized as described above will be
error-free, however, no counter-examples have been found. Figure 56 shows a connectivity graph, a precedence
relation and the concurrent process that would be synthesized from them. The two loops of the process can be
executed independently and type B concurrency is allowed since operations in any cycle of the second loop may be

exccuted before the execution of the first loop is completed.
4.7 SYNTHES!S OF PROCESSES WITH TYPE C CONCURRENCY

The methods developed in the preceding sections are effective for some systems but do not allow any concurrent
operation between operations in successive cycles of the same loop. In order to consider concurrent operations
between successive cycles of a loop the precedence relation between operations in two copies of the process must be
determined as discussed in Section 4.2,

Figure 57 shows an example of a system with a single loop and the corresponding precedence and connectivity

graphs including a repeated copy of the loop. When the initiation network for each operation is synthesized, the
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primed nodes are considered to represent distinct operations although they actually represent the same operations as
the unprimed nodes for a preceding cycle. Initiation networks will be required only for the unprimed nodes since
they include all operations of the system,

The initiation networks which would be synthesized for the operations by application of the methods discusscd
in Chapter 3 are shown in Figure 58, Operation 2 has three direct predecessors, the Pl operation and operations 3
and 5" from the preceding cycle. Operation 2 dominates operation Pl and the output of 5 "that reaches operation 2
but it does not dominate operation 3 A wait operation is added whose decision outputs come from § "and whose
signal input has operation 3 "as a predecessor. The wait operation output corresponding to the decision outcome that
reaches operation 2 is dominated by operation 2 and depends on the completion of operations 5 ‘and 3 ' This signal
and the one from the PI node form a cut set for operation 2 that includes all predecessors of operation 2. Since this
is the only cut set for operation 2, these signals must be merged together as shown in Figure 58 10 form the
initiation network for operation 2. Next the initiation network for the signal input to the wait operation s
determined and it consists of the completion signal from operation 2, The remaining initiation networks are
synthesized in a similar manner and arc shown in Figurc 58. Figure 59 shows the combination of all of these
initiation networks with branch operations added where the output from an operation is required by more than one
following operation.

If the time required for operations 4 and 5 is longer than that required for operations 2 and 3 the system will
opcrate satisfactorily. However, if operations 4 und 5 require less time than operations 2 and 3, there may be several
signals applicd to input C of the wait operation beforc a signal is applied to input A,

The problem occurs because input C of the wait operation may rcceive a signal from the second cycle of the
process before input A receives g signal from the first cycle. The error would he climinated if the wait operation
could store each input signal to B and C until the corresponding signal was reccived by input A. However, sincc the
number of cycles to be executed and the relative speeds of the operations are not known, the number of input
signals that the wait operation would be required to store may be arbitrarily large,

The error can also be eliminated by making operation 5 depend on the completion signal from the wait operation
that corresponds to input C as shown in Figure 60. In this case only one signal can be received by the wait operation
at input C before a signal is received at input A, and the wait operation completion signal generated.

Other types of errors can also occur as Figure 61 shows. If the exccution of operation 2 is slow enough, the right
input to the rendezvous at the input to operation 3 will receive two input signals before the left input of the
rendezvous receives any signals. In this case the input signal to the rendezvous for a given cycle ean be generated
before the completion signal has been generated for the preceding cycle and a hazard exists. There are several
changes that can be made to climinate the error, one of which is shown in Figure 62. The error is eliminated by
insuring that the rendezvous input signal for any cycle depends on the rendezvous completion signal from the
preceding cycle,

In the following section a proof is presented to show that if each signal is self-dependent (the initiation of the
signal on any cycle depends on the completion of the signal from all preceding cycles) the process that is synthesized

will be free of implementation errors.
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4.7.1 Self-Dependent Signals

In this section we will show that the requirement for all signals to be self-dependent (the initiation of each signal

depends on the completion of that signal from all preceding cycles) in conjunction with the previous 1equircments

that an operation must dominate all of its direct predecessors and that cut sets are used to determine combinations

of signals that are merged together, is necessary and sufficient to guarantee a corcurrent process that is fice of

implementation errors. The specific types of implementation errors considered arc the incomplete rendezvous and

hazard as discuss2d in Chapter 3.

Theorem 6:

Proof:

The requirement that all signals of a process be self-dependent is both a necessary
condition, and in conjunction with the requirements on synthesis of M R networks, a
sufficient condition for a synthesized concurrent process to be free of implementation
errors.

To show the necessary part consider any operation, X, that is not self-dependent, X
cannot depend on the completion signal of operation X from every preceding cycle or it
would be self-dependent. Then operation X may receive an initiation signal before it
generates a completion signal for some preceding cycle and this represents a hazard. Thus,
if any operation in a process is not self-dependent, a hazard exists in the process.

To shiow that the requirement is sufficient, consider any process in which no operation
can receive an input signai for a particular cycle until its execution is compleicd for all
preceding cycles. That is, on every cycle except the first, an operation cannot be initiated
until it has been completed on all preceding cycles, or if it is not executed on a preceding
cycle, until everything that its execution in the preceding cycles would depend on, has
Leen completed. Figure 63 shows a typical operation, 1, and the control network used to
generate the initiation signal for 1. The inputs to the merge operations may come from
operations in the same cycle of the process as | or from operations in preceding cycles but
all of the operations must be dominated by I.

Each input to one of the merge operation: Jdepends on the completion of the merge
operation on all precedirg executions of that merge operation. Since the only place the
completion of the merge operation can be tested is the output of operation 1, operation |
must be completed or else not executed on every preceding cycle before any input signal
for the merge operation can be generated for the current cycle.

Consider the first execution of operation I. Each merge operation in the M—R network
will receive exactly one input corresponding to that execution of I since exactly onc
member of each of I's cut sets must be executed fo- each execution of operation 1. The
merge operations cannot receive any additional signols until operation 1 is completed and
therefore are free of huzard errors for the first execution of operation I. The rendezvous

will receive one initiation signal on each of its inputs and cannot receive any further



wd

FIGURE 63.

9].

A TYPICAL OPERATION AND ITS M R

NETWORK



92,

initiation signals until its execution is complete and the execution of operation | is
complete. Therefore the rendezvous is free of incomplete rendezvous and hazard errors.
Operation | is also free of hazards since it cannot receive a second initiation signal until its
exccution is completed. Thus operation | and its M- R network must be free of
implementation errors the first time that they are exccuted.

Next, consider the execution of operation | on cycle M when all preceding exccutions
have been error-free. Before any merge operation can receive an input  signal
corresponding to the execution of 1 on cycle M, the execution of | must be completed on
all preceding cycles, and since these preceding exeeutions are crror-free no merge
operations or rendezvous inputs can be active. As before, each merge operution must
receive one input signal and cun receive no additional signals until operation | is
completed so the M- R network will be free of hazard and incomplete rendezvous errors.
Thus there will be no hazard or incomplete rendezvous errors for operation land its M R
network on the first execution of I or any execution of | that follows an crror-free
exccution of I. The sume proof cun be cxtended slightly to account for the additional
inputs and used to show that there are no hazard or incomplete rendezvous errors in uny
wait operation or its M—R network.

Next, consider a rendezvous operation that is used to combine two or more sigaals from
direct predecessors of operation | that have the same dominance relation. If either of the
direct predecessors is executed the other one must be executed also and ncither can be
executed twice before the completion signal from the rendezvous is generated since both
of the direct predecessors must depend on the completion of operation | which depends
on the rendezvous completion. Thus there can be no incomplete rendezvous or hazard
errors in the rendezvous operation.

The only other operations it the system are branch operations but there can be no hazard
in 4 branch operation unless there is also a hazard in the operation from which the branch
operation receives its input, Thus there can be no hazard or incomplete rendezvous errors

in the synthesized process if all operations are self-dependent.
4.7.2 Synthesis of Processes with Self-Dependent Signals
The preceding section has shown that all signals must be self-dependent if the synthesized process is to be
error-frec. Next, methods must be established to insure that all signals in any synthesized process are self-dependent.
The following sections present several methods which were investigated to assure that the control network
synthesized from a precedence and connectivity relation would contain only self-dependent signals.

4.7.2.1 Reciprocal Precedence Relations

By u reciprocal precedence relation it is meant that it an operation, J, is a predecessor of an operation, I, then |

must be a predecessor of J whenever I follows 1. Figure 64 shows examples of poitions of several precedence graphs,
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the added members of the precedence relation used to make the precedence relation reciprocat, and the Tinal
precedence refation with alt implied members deleted. The requirement that the precedence relation be reciprocat is
sufficient to insure that each input signat to an operation depends on the completion ol that operation for afl
preceding initiations. Unfortunately, the reciprocal precedence relation also causes the execution of all operations
within a loop to be completely sequential as is shown below.

Every operation in a loop must have the loop exit decision Irom the previous execution ol the loop as a
predecessor. Then if the precedence relation is to be reciprocat the loop exit decision must have every operation in
the toop as a predecessor. Then each operation in one execution ol the toop has every operation in o preceding
execution of the loop as a predecessor. Then each operation has every operation in its cycle of the loop that

precedes it as a predecessor also, and the operations must be executed sequentiatly.
4.7.2.2 Reciprocal Basic Precedence Relations

The requirement that all precedence relations be symmetric, as discussed in tire fast section, is snlTicient to
provide an error-free network but also eliminates concurrent operation within loops. Less restrictive requirements
are needed that will still assure an error-free network, One possibility, which will be investigated in this section, is to
require only the basic precedence relation to be reciprocal. That is, if an operation, J, is a direct predecessor of an
operation, I, then there must be a member of the precedence relation (not necessarily the basic precedence relation)
between | and J whenever | follows J. Since every operation that provides a signal for the M R network ol an
operation, I, is a direct predecessor of I, this will require all preceding executions of [ to be completed hefore any of
I's direct predecessors can be executed. Thus, all signals will be seif-dependent and the synthesized process will be
free of implementation errors. The required members of the precedence relation can always be added il there is a
path from I to J that contains fewer than two feedback aics. If there is no path containing fewer than two feedback
arcs then the precedence relation as developed in Section 4.3 will require | to be executed before J.

Following is u summary of the steps used to synthesize processes with type C coneurrency.

1. Determine the dominance relation as described in Section 4.2.

(5]

Determine the precedence relation for two copies of the system as described in Section 4.3,

3. Select an operation, 1, other than the PI operation, cach of whose direct predecessors has either had its
M-R network synthesized, is in the preceding copy of the process, or is the Pl node.

4. If any direct predecessor, K, of | is not subordinate to I, find the closest decision to K that can be reached
by K, that reaches t, and that has an output that is dominated by I. Add a wait operation that receives its
decision inputs from the decision and make K a predecessor of the wait operation and the wait operation a
predecessor of operation I. Update the direct precedence relation as described in Section 3.3.4, including
any relations required to make the basic precedence relation reciprocal and return to step 3.

5. If any direct predecessors of [ have the same dominance refation, connect their outputs to the inputs ~f
rendezvous operation and use the rendezvous output in place of the operation outputs.

6. Determine the cut sets for | and use a cut set table to choose a group ol cut sets that cover all of the

predecessors of | and synthesize the correspondir - M- R network.

7. If operation I is not the PT operation, return to siep 3.
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4.7.2.3 Example

As an example of the application of this method counsider the scquential flow chart shown in Figure 6S5.
Operations 2, 3, and 4 refer to storage locations A to D and operation S decrements a count and tests it to determine
whether the loop should be repeated or not. Figure 66 shows the basic precedence rclation for two copies of the
process. All of the members of the precedence rclation are determined as described in Section 4.2 except the one
from operation 2 to operation 5 which is included to make the basic precedence relation reciprocal. Since operation
2 does not dominate operation 3'a wait operation must be added and it will receive its decision inputs from
operation 5. The wait operation v:ill have two outcomes and the updated precedence relation is shown in Figure 66
where the node representing the wait operation is drawn to emphasize the two outcomes. Another wait operation
must be added since operation 3 does not dominate opcration 4 "and the completc precedence relation is shown in
Figure 66. The flow chart of the synthesized concurrent process is shown in Figure 67 and it shows that opcration 2
of a given cycle may bc initiated before operation 4 of the preceding cycle has becen completed. The flow chart can
be simplified slightly and some of the merge, branch, and rendezvous operations climinated by observing that some
signals are required us inputs to sevcral operations. For example, the left output from W2 could be merged with the
output signal from operation I and then branched to provide signals for the rendezvous associated with operations 3
and 5, thereby saving one merge and one branch operation.

The concurrent process in Figure 67 includes several unnccessary restrictions. For cxample, operation § of a given
cycle must follow operation 2 of the same cycle duc to the member of the precedence relation that was added to
make the precedence relation reciprocal. 1t is obviously not necessary that operation 5 follow operation 2 of the
same cycle. In order to allow the synthesis of a process in which opcrations 2 and S can be cxecuted concurrently a
dummy operation, X, can be added directly before operation 2. X is made a predecessor of opcration 2 and every
operation that was originally a predecessor of operation 2 is made a predecessor of operation X. The basic
precedence relation is shown in Figure 68 with the added member requircd to make it reciprocal. Note that with the
addition of operation X, operations 2 and § can be executed concurrently.

Another place where the members added to the precedence rclation to make it reciprocal reduce the possibilitics
of concurrent operation is shown in Figure 66. The members of the prccedence rclation from W1’ and W2 ' to
operation 5 prevent operation 5 from being exccuted until operations 3 and 4 of the preceding cyclc are completed.
Actually, there is nothing in the original proccss that restricts operation S from being executed any number of times
beforc operations 2, 3, and 4 are completed the first time. In order to allow operation § to bc executed before
opcration 3 of the preceding cycle is complcted a pair of wait opcrations can be used in place of W1 as is shown in
Figure 69. Two wait opcrations, WIA and WIiB, are added to the precedence relation as shown in Figure 69 to
generate a signal that depends on the complction of operation 3 from the preceding cycle and that 1s subordinate to
operation 2. The direct precedence relation can then be made reciprocal without rcquiring operation 5 to depend on
the completion of operation 3 from the preceding cycle. By replacing W2 with a pair of wait operations in the samc
manncr the dependence of opcration 5 on operation 4 of the preceding cycle can also be eliminated. The exccution
of operation 5 on cycle N will then depe 1d on the completion of opcrations 3 and 4 on cycle N--2.

By using enough wait operations operation 5 may be allowed to proceed any number of cycles ahead of
operations 3 and 4 but the number of wait operations and complexity of the synthesized process [increase
significantly. The wait operations allow the exccution of operation 5 to proceed ahead of the othcr operations by

storing the outcome of the decision. This is an inefficient method of storing this information and a system of
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counters or data queues as discussed by Kaip and Miller and by Rerter?®: 2! would be wore efficient. However, they

have discussed only methods for analysis of their systems and not for synthesis.
4.8 SUMMARY

Three methods have been presented fon synthesizing concurrent processes Irom sequential processes containing
loops. The Tirst method, whicl, consists of tr cating the execution of cach cycle of the process independently, is the
casiest to apply but does not allow any cycle-to-eycle concurrency. The second method allows some cycle-to-cyele
concurrency while the third method, which consists ol Torming a reciprocal precedence elation is the most complex
but may produce a Taster system since additional cycle-to-cycle concurrency is possible. Which ol the three methods
is best for a given process will depend on the particular characteristics ol the process including the exeeution tines

ol the individual operations.
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5. CONCLUSION

Methods have been developed which can be used o analyze a sequential process and to then synthesize an
error-free process that performs the same catculations but i fess time by performing some operitions concurrently.
Precedences relations, as developed by Bernstein2® and Fisher® are reviewed in Sections 2.4 and 4.3 und are used 1o
describe any required order of execution of the operations comprising the process. The dominance relation of
Prosser®® is extended to include processes with loops and is used to represent the relution between the execution of
operations, Wait operations are added (o the original process until every direct predecessor of an operation is
subordmate to the operation and an M- R network is then used to attow initiation of the operation as soon as all of
the operation’s predecessors ure completed. The precedence relation is used to prevent sequencing errors by insuring
that any required order of execution is observed while the dominauce relation and directed cut sets are used to
prevent implementation errors, The M- R networks synthesized are analogous, although not isomorphic, to or-and
switching networks and some of the techniques developed for synthesis of multilevel i multioutput or-and
switching networks might be applied to simplify the M R uetworks. Several methods were developed, varying in
complexity and effectiveness, for treating processes with loops.

The synthesis methods described are by no means exhaustive and otlier possibilities exist which may altow
simpler processes to be synthesized by reducing the possibilities for concurrent operation. For example, in some
cases o number of wait operations may be required which significantly complicate a4 concurrent process while
alfowing a very small or perhaps no reduction in the execution time of the process. If an operation, 1, has an
operation, J, as u direct predecessor but | does not dominate J the use of wait operations can be avoided by
modifying the synthesis procedure slightly. Instead of adding a wait operation, operation J cin be made a
predecessor of the decisior: trom which the wait operation would have received its decision inputs. Operation 1 will
have the decision as a predecessor and the decision output will be dominated by 1. This will eliminate the
requirement for the wait operation and will prevent operation J from being executed coneurrently with the decision
or with any operation that has the decision us u predecessor. Thus the synthesized process will be simpler and will
allow less concurrent execution of the operations,

The only other effort to synthesize concurrent processes known to the author is that of Biugham er. qf 5" 52
Their methiod consists of maintaining the precedence matrix and several binary vectors in memory and using these to
control the sequencing of the operations. Each time an operation is completed its corresponding bit is set in a vector
specifying all completed operations. The precedence graph is then checked 1o find alt operations whose predecessors
have been completed and these are added 10 a vector representing operations ready for execution. Whenever
decision is exccuted all operations that cannot be reached by the sclected outcome are marked as having been
completed so that their-successors may be initiated. Although it can probably be modified (o include processes with
loops, the method as presented does not include processes with loops. Some method would be reqnired to
reinitialize or else to provide additional copies of the status vectors wlrerr a toop is repeated. The use of status vectors
and the precedence matrix during the process execution does not seem practical in a hardware process such us might
be constructed from macromodules but it could be implemented in a programmed system.

Additional work is required to allow effective use of concurrent operations. A difficult but necessary requirement
is the ability to determine where concurrent execution of operations is worth the added complexity and where it is

not. This obviously requires estimates of the execution time of the individual operations and also requires knowledge



of the number of times that each operation is to be execnted if the times to execute sections ol the process are to be
estimated. This problem has been studied by Estrin and Martin®? and by Kral®# but is extremely difTicult to analyze
since branching probabilities may be data dependent. Another problem is the assignment of operations to the
hardware or processors that will be used to execute them. As the example in Figure 10 shows, the use of additional

storage locations or reassignment of storage locations may alfect the degree of concurrent execution possible.
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